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ABSTRACT
We demonstrate how information gathered from social net-
work profiles can be used to predict personal attributes such
as gender and age, religious and political views, intelligence,
happiness and personality traits.

Our approach is based on applying machine learning tech-
niques to a large dataset of people who volunteered their
Facebook profiles along with their demographic and psy-
chometric test results. We combine various features from
the profile, including the numbers or rates of posting status
updates, pictures and group memberships, and the specific
items liked by individuals. Our system provides insights re-
garding how the predictions are made, allowing people to
understand how they may be perceived by others based on
their social network profiles.
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1. INTRODUCTION
Social networking sites (SNS), such as Facebook, have be-

come immensely popular in recent years. Such sites record
much information about their users, including their opin-
ions, preferences and interactions. Recent work shows that
many traits of individuals can be predicted automatically
and accurately by using the wealth of information from SNS,
including age and gender [9] personality [7, 4, 1], and even
ethnicity, religious or political views, intelligence and happi-
ness [6]. Automated approaches typically rely on obtaining a
large dataset consisting of social network profiles along with
personal traits of individuals, and applying machine learning
techniques to build models that predict traits of individuals
given the features of their social network profile.
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Some profile features that are used to predict properties
of the profile owner are macro-features — aggregates which
quantify the total activity or behavior of a certain type,
such as the total number of photos uploaded to a profile in a
month, the number of friends or the average number of words
in status updates. Other approaches use micro-features, re-
lating to very specific profile properties — whether the user
is a member of a certain group, or expressed interest in a
particular item (such as a movie, website, or book).

1.1 Prediction Approaches
One approach that uses micro-features predicts many user

traits, such as sexual orientation, ethnicity, religious and po-
litical views, personality, intelligence, happiness, use of ad-
dictive substances, parental separation, age, and gender [6].
It uses Facebook Likes, which allow Facebook users to ex-
press a positive association (“Like”) with online content, in-
cluding status updates, photos, or websites.

Given a set S of objects that can be “Liked”, it represents
a user SNS profile as a binary vector, with entries set to 1 if
the user Liked the corresponding object (i.e. if there is an
association between the user and object) and 0 otherwise.
An encoding of the user demographic or psychometric traits
is concatenated to the encoding of the SNS profile, so each
user is expressed as a vector of equal length. The set of all
users is encoded as a matrix where each row is the encod-
ing of a user. After applying singular-value decomposition
(SVD) [3], regression methods are used to predict a user’s
traits given their SNS profile.

Another approach uses macro-features to predict person-
ality traits [1], expressed using the Five Factor Model [2, 8], a
widespread model used by psychologists to represent the key
features underlying human personality. This approach pre-
dicts personality by multiple linear regression, using features
such as the number of Facebook friends, group associations,
“Likes”, photos and status updates.

Both the above approaches use the same dataset to train
the machine learning model, released by the myPersonality
project 1. This is a Facebook application, first deployed in
2007, which lets Facebook users complete a demographics
questionnaire and a standard personality questionnaire to
obtain feedback regarding their personality. Users may give
their consent to record their profile information responses,

1available at: http://mypersonality.org/wiki/
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allowing the myPersonality dataset to correlate profile fea-
tures and user traits for a very large user population.

In order to improve the prediction accuracy, it is advis-
able to use all available features. Further, we wish to help
users understand how parts of the profile information af-
fect predictions, as this allows them to determine how oth-
ers may perceive them and what affects these perceptions.
We demonstrate an approach that combines both micro and
macro features to predict traits of the profile owners, and
that helps users to understand what drives these predictions.
Our approach also relies on the myPersonality dataset, and
allows predicting traits such as demographics and personal-
ity, similarly to the methods discussed above [6, 1].

2. COMBINED PREDICTION
Our approach uses multiple linear regression for continu-

ous variables, and logistic regression for boolean variables.
To process “Liked” items, we use an SVD of the “Liked”
item matrix, similarly to the approach discussed in the in-
troduction [6]. However, rather than relying solely on these
micro-features, we augment the vector encoding a user with
the macro-level features used by personality predicting ap-
proaches [4, 1].

We build a model for each predicted trait, such as gen-
der, age or each of the Big Five personality traits, and train
the model using the myPersonality dataset. To identify the
key features that influence the predictions, our system shows
which of the “Liked” items resulted in a change in the pre-
dicted value of traits, and allows viewing the predictions
based only on the macro features or only on the micro fea-
tures. This allows users of our prediction engine to better
understand how various factors affect our predictions. Our
combined prediction approach is flexible, allowing integrat-
ing additional explanatory variables easily: in order to use
another profile feature to improve the prediction accuracy
of all the user traits, one only needs to add these as an ad-
ditional column to the matrix representing the users.

We have built the system using the myPersonality project,
which only contains Facebook profile features. However,
we emphasize that the same approach allows integrating
data from several sources, including other social networks,
or shopping histories or browsing histories. 2 Our system
only analyzes the status updates in a shallow manner, at
the macro level; it does not examine the textual content of
the status updates, but only the total number of these up-
dates. Recent work indicates that linguistic characteristics
are predictive of a user’s traits [9]. Our approach can use
such information by augmenting the vector encoding with
columns representing specific words in the updates.

3. CONCLUSION
We demonstrate an approach for aggregating information

from SNS profiles to predict user traits. Such predictions
have many applications, ranging from tailoring products or
recommendations to users, through personalized search en-
gines to better targeted advertising. However, the ability
to infer potentially sensitive information about users is also
a cause for privacy concerns. This highlights the need for

2For example, previous work already shows that personality
can be predicted using information about the websites peo-
ple tend to visit [5]. Such information is contained in a user’s
browsing history, and can be integrated into our framework.

proper controls, that would balance enable the important
applications of this technology, while protecting user pri-
vacy.

Our system allows users to examine the factors influenc-
ing the predictions, so users can determine how “Liking” a
certain item changes the predictions regarding their intel-
ligence, or how changing the number of friends they have
affects the predictions regarding their personality. Clearly,
these factors are under the control of the user, and users
may modify their behavior on Facebook to be perceived in
a positive manner. As people can form judgments on others
based on their social media profiles [4], this phenomenon is
not new. However, we believe an automated tool can allow
people to easily determine how others may perceive them
based on their behavior on social networks.

Many questions are open for future research. How can we
design systems that would give people more control over the
information they reveal ? Can such accurate predictions be
made based on other publicly available information, such as
personal webpages or blogs? How is the availability of tools
that allow making such predictions likely to change the way
in which people communicate and interact on social media?
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