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ABSTRACT
Heterogeneity is present in many collective systems found in
nature and considered fundamental for effective task execu-
tion in several complex, real-world scenarios. Evolutionary
computation has the potential to automate the design of
multirobot systems, but to date, it has mostly been applied
to the design of homogeneous systems. We have recently
demonstrated that novelty search can overcome deception
and bootstrapping issues in the evolution of homogeneous
robot swarms. In this research, we study how evolution-
ary techniques based on behavioural diversity (such as nov-
elty search) can contribute to the evolution of heterogeneous
multirobot systems. The results obtained so far show that
novelty search can overcome open issues in the cooperative
coevolution of multiagent systems, and lead to more effective
and diverse solutions.
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1. INTRODUCTION
Heterogeneity is key in many natural systems and social

organisations [2]. Nature provides us with several examples
of how heterogeneity can increase efficiency and promote
self-organisation through the division of labour and special-
isation. Canonical examples include colonies of honeybees,
where thousands of individuals cooperate under a clear di-
vision of tasks, achieved with individual specialisation.

Swarm robotics systems are characterised by decentralised
control, limited communication, use of local information,
and self-organised global behaviour. Such systems have
shown their potential for flexibility and robustness [1]. How-
ever, existing swarm robotics systems still only display lim-
ited and simple proof-of-concept behaviours under labora-
tory conditions. Researchers have just recently begun to
study heterogeneous swarm robotics systems [3]. In [3], it
is argued that heterogeneity might be fundamental to over-
come the limitations of swarm robotics systems, and achieve
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the complexity necessary to solve real-world tasks.

Evolutionary robotics represents an effective way of de-
signing swarm robotics systems, as it can overcome the prob-
lem of decomposing the desired swarm behaviour into sim-
ple individual behaviours [12]. The design problem is exac-
erbated in heterogeneous systems [3], however, evolutionary
robotics has been applied almost exclusively to homogeneous
systems. Evolution of heterogeneous multiagent systems is
possible through cooperative coevolution [11], where multi-
ple species are coevolved in separate populations, effectively
resulting in a solution decomposed in multiple roles.

Cooperative coevolution has shown a number of advan-
tages over the non-evolutionary approaches for the design of
heterogeneous multiagent systems [9], such as specialisation
and emergence of agent roles [2, 14]. However, cooperative
coevolution also introduces a number of challenges [13, 10],
such as the need of synchronised learning among the species,
potential premature convergence of populations (mediocre
stable states), and the difficulty of assessing the contribu-
tion of each species to the global behaviour (credit assign-
ment problem).

Evolutionary techniques based on behavioural diversity,
such as novelty search [7], have been shown to be effective
in overcoming premature convergence, especially in the do-
main of evolutionary robotics [8]. The distinctive aspect of
these approaches is that the population is driven towards be-
havioural diversity instead of a predefined fixed objective. In
previous work, we have shown that novelty search can over-
come bootstrapping issues and deception in swarm robotics
systems [6], and that novelty search can be used to unveil
a diversity of effective solutions for a given problem. This
research focus on the study of novelty search, and other evo-
lutionary techniques based on behavioural diversity, as an
effective way to cooperatively coevolve heterogeneous multi-
robot systems. Since one of the key issues in cooperative co-
evolution is the premature convergence of populations [10],
diversity-based evolutionary techniques can potentially of-
fer a significant contribution to the coevolution of heteroge-
neous multirobot systems.

2. OBJECTIVES
This research focus on the application of behavioural di-

versity techniques to the evolution of cooperative heteroge-
neous robotics systems. The ultimate objective of our re-
search is to study and develop novel coevolution methods
that are capable of evolving heterogeneous multirobot sys-
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tems for real-world complex tasks. Although our research
is focused on embodied multiagent systems, we expect that
some of our results generalise to other multiagent systems,
in which specialisation plays a major role.

The results obtained so far, using relatively small groups
of agents, showed that our approach can overcome the prob-
lem of premature convergence in cooperative coevolution [5].
Overcoming this issue allows for the exploration of other
related challenges in heterogeneous multirobot systems, in-
cluding:

1. Scale the approach to large groups of agents. This may
require the study of techniques for sharing individuals
between different populations.

2. Behavioural specialisation and emergence of roles in
swarms of morphologically homogeneous robots.

3. Morphological specialisation in groups of robots.

By exploring these intertwined challenges, we will work to-
wards solutions for evolving heterogeneous multirobot sys-
tems for complex tasks, based on behavioural diversity, and
with a minimal intervention from the experimenter.

3. AVOIDING STABLE STATES
Previous research has shown that cooperative coevolution-

ary algorithms are biased towards stability [10]: they tend
to converge prematurely to equilibrium states, instead of
converging to (near-)optimal solutions. The first goal of our
research was to overcome this pathology. We proposed two
methods for overcoming convergence to equilibrium states
in cooperative coevolution, based on novelty search. The
first method relies on team-level behaviour characterisations
and promotes novel collaborations (NS-T ), while the second
method tries to promotes diversity at the level of the indi-
vidual agents (NS-I ).

Our experimental results in simulated multiagent tasks
confirmed that fitness-based coevolution often converges to
very narrow regions of the solution space. These regions
often do not contain high quality solutions for the task,
which results in an overall poor effectiveness of the evolution-
ary process. On the contrary, NS-T was able to overcome
premature convergence to equilibrium states. By reward-
ing individuals that generate novel collaborations, an evo-
lutionary pressure towards novel equilibrium states is cre-
ated. The populations still converge, but the focus of con-
vergence changes throughout the evolutionary process. As
there is a more effective exploration of the solution space,
NS-T can reach collaborations associated with higher fitness
scores more often, and can evolve a diverse set of solutions
for a given task in a single evolutionary run.

4. FUTURE WORK
The performance of novelty search with individual-level

characterisations (NS-I ) was significantly inferior to NS-T.
However, individual-level characterisations have consider-
able potential, which is being explored in ongoing work. For
instance, they can be used to promote heterogeneity in the
teams, and to identify populations that are evolving simi-
lar agents. The later can potentially be useful when dealing
with high number of agents, since it can allow exchanges of
individuals between similar coevolving populations.

One current limitation of using novelty search is the ne-
cessity of providing behaviour characterisations, which are
typically task-specific. In recent studies [4], we showed

that generic behaviour characterisations also perform well
in some scenarios. In ongoing work, we are studying how to
develop more effective behaviour characterisations that do
not rely on task-specific knowledge.

The results obtained so far in our research are promising,
and suggest that using diversity-based evolutionary tech-
niques may facilitate a sustained and productive interplay
between coevolving populations. With more effective coevo-
lution techniques, we can potentially strive for more ambi-
tious forms of cooperation, including, for instance, the co-
evolution of morphologies or controllers for large-scale mul-
tiagent systems.
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