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Objective Perceptual study
A system for automatic gesture generation from speech. We combine machine Online experiment, 54 participants
learning and database sampling, guaranteeing defined gesture motion. Gestures animated on the VHTK Brad
character [5] (right)
Gesture Data base 7-point Likert scale rating:
10 hours of motion-capture of natural non-dyadic conversational “How well did the expressive quality
speech (dataset [3] and dataset used in [2]) of the gestures match the expressive
Motion segmentation into stroke phases [2] => 23,700 gestures quality of the speech?”
The gesture stroke segmentation informs our gesture timing .
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1. The system input is the speech signal and the gesture timing Conclusi 04— o &5 _ %_ %__
2. Prosodic (GeMAPS) features are extracted automatically OTDC usmnts - . , AN R
3. Gesture parameters are estimated automatically [1] aramhe er-}zna ¢ mf ﬁes ures Improves 100 - N
4. The best matching gesture is found in the database >Pect -g(?s }Jre matc _ 200 - -
. : e Gesture timing alone does not improve
5. The matched gesture is inserted into the gesture sequence
speech-gesture match 300 - -

6. Gestures are linked by synthesized preparations, retractions, & transitions
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