
How to Guide a Non-Cooperative Learner to Cooperate: 

Exploiting No-Regret Algorithms in System Design

Motivation

• Key Idea: Construct matrices so that desired mixed strategy satisfies the 

KKT conditions for the linear programming formulation of zero-sum 

games, and that ensure that the resulting linear program has a unique 

solution [4].

Games with Unique Minimax Solutions

Model
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• We investigate a repeated two-player game setting where the column 

player is also a designer of the system, and has full control over payoff 

matrices 

• We assume that the row player uses a no-regret algorithm to efficiently 

learn how to adapt their strategy to the column player’s behaviour over 

time

• The goal of the column player is to guide her opponent into picking a 

mixed strategy which is preferred by the system designer.

• Applications: wildlife patrol [1], designing network infrastructure [2]

• Before play begins, the row player selects a payoff matrix 𝐴 ∈ ℝ𝑚×𝑛.

• For each time 𝑡 = 1,… , 𝑇 the row player chooses a mixed strategy 𝑥𝑡 ∈

Δ𝑚 and the column player selects a mixed strategy 𝑦𝑡 ∈ Δ𝑛.

• After each time step, the row player (column player) receives payoff 

𝑥𝑡
𝑇𝐴𝑦𝑡 (−𝑥𝑡

𝑇𝐴𝑦𝑡) and observes 𝐴𝑦𝑡 (−𝑥𝑡
𝑇𝐴).

• Assume that the row player uses a stable no-regret algorithm: 

∀𝑡: 𝑦𝑡 = 𝑦∗ ⇒ 𝑥𝑡+1 = 𝑥𝑡.

• Key Idea: Choose matrix which has unique minimax equilibria containing 

the desired mixed strategy for the column player.

Last Round Convergence in Two-Player Zero-

Sum Games

• Key Idea: The column player plays according to an algorithm which 

guarantees last round convergence to minimax equilibria.

• Simple approaches do not work!

• Instead, the column player can guarantee last round convergence by 

playing according to the LRCA algorithm [3].. 

• Key Idea: Make use of stability by playing the minimax strategy on odd 

rounds so that the future behaviour of the row player is predictable

• Move towards the minimax strategy slowly on even rounds.

• When the row player uses a no-regret algorithm with optimal regret 

bound, then LRCA guarantees that the row player will reach an ε-Nash 

equilibrium in 𝑂(𝜀−4) rounds.

Stability of No-regret Algorithms

• Our results assume that the no-regret algorithm employed by the row 

player is stable.

• In the full version of the paper, we show that many classical families of 

no-regret algorithms are stable.
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