
TOWARDS SAMPLE EFFICIENT LEARNERS IN POPULATION
BASED REFERENTIAL GAMES THROUGH ACTION ADVISING

SHRESTH VERMA
ABV-INDIAN INSTITUTE OF INFORMATION TECHNOLOGY AND MANAGEMENT, GWALIOR

Introduction
The ability of agents to learn to
communicate through interaction has
been studied through emergent com-
munication tasks.

Problem
Language Game experiments require
a considerable amount of shared
training time between agents to com-
municate successfully.

Contribution

1. Highlight the sample ineffi-
ciency of agents in population-
based referential games

2. Propose an Action Advising
framework to counter sample-
inefficiency

Paired Referential Game
1. Consider two players, a Speaker and a Listener.

2. From a given set of entities E, we sample a target entity t ∈ E and K − 1 distracting entities D = {d1, d2, ..., dk−1} s.t. ∀j, t 6= dj , dj ∈ E.

3. The candidate set C = t ∪ D contains both the target and distracting entities.

4. The speaker is shown ordered set C and must come up with a message token m chosen from a fixed vocabulary V of size |V |.

5. The listener is then shown message token m and U , which is a random permutation of C and it must point to an entity t′.

6. Communication success is defined when t = t′, i.e., listener can correctly identify the target, in which case a payoff of 1 is given to both the players. In all other
cases, payoff is 0.

Action Advising Framework
Consider populations, both of size N, one for speaker agents and another for listener agents. Define an undirected population interaction graph representing the
connection between speaker population and listener population. While the population interaction graph captures the interaction strictly between a speaker and
listener, we introduce an undirected Advising Graph that allows interaction within the speaker population and listener population separately.

• Randomly sample a speaker agent and a listener agent such that they are connected in the population interaction graph.

• Play Paired Referential Game between the two agents.

• Use teacher-induced advising whenever successful communication occurs.

• Any agent can assume the role of teacher and advise all the agents connected to it in the Advising Graph.

• Thus, this advice can be seen as the broadcasting of episode and action information to fellow agents of the same kind.

Data
Use images from the top 26 synsets
of ImageNet as entities. 200 im-
ages are randomly sampled from each
synset to form the training set, and
100 images for test set. Images are
represented as output from second
last layer of a pretrained VGG16 net-
work.

Agents and Learning
All agents in the population are mod-
elled as parameterized reinforcement
learning policies and optimized by
maximizing expected payoff using
REINFORCE.

Learning through Advice
Advisor broadcasts <state, action, re-
ward> tuple as optimal trajectory and
advisee imitates that action.

Results

Figure 1: Communication success over game steps for different
population sizes

Figure 2: Games required per agent to reach high communication
success
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