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1. INTRODUCTION

This demonstration shows the implementation of a cooperati
and coordinated robotic task in the soccer domain. Two SABYA

robots are placed on a soccer field with the task of passindl a ba

(Figure 1). Initially the robots search for the ball, and wtikey
have located it, they exchange their local information alitsipo-
sition. This information is used to decide which robot widgs
the ball (i.e. take théPasser role) and which robot will intercept
it (i.e. take theReceiver role). The Passer robot reaches the
ball, grabs it and turns to th&eceiver. In the meanwhile, the
Receiver moves to a predefined distance to tResser. When
both thePasser and Receiver robots have completed these tasks,
they synchronize and execute, respectively, a pass andeanépt
behavior. At the end of the execution, a final synchronizat®
performed. The robots exchange information about the outcof
the behavior, and they repeat the plan.

The complexity of this task requires not only basic robotcfun
tionalities, as object recognition, position estimated basic be-
haviors, but also a formalism for high level representatiod ex-
ecution of multi-robot plans. To this end, we adopt multhob
PNPs [2], that allow the representation of high level mrdtiot
programs, providing all the features needed to describepteom
plans in dynamic, partially observable and unpredictabigren-
ments. In particular, multi-robot PNPs provide the meangifo
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liberate cooperation, synchronization of actions amorifgrdint
robots and cooperative handling of local failures.

Multi-robot PNPs implement a centralized planning for st
buted execution approach, by automatically dividing rardtiot
plans in single robot ones. Each single robot plan is exddotie-
pendently relying on local knowledge. Moreover, during pien
execution, robots can communicate through a reliable aaon
attain synchronization and sharing of information.

Figure 1: A picture of the pass task executed by two Sony AIBO
robots

In the following we detail the critical parts of the multikrot
PNPs necessary for accomplishing the passing task. Thatoper
and the notation used for the presentation are describé].iftie
complete multi-robot plans, derived single robot plans vidéos
showing the execution of this task are available at [1].

2. COORDINATION AND COOPERATION

Two critical aspects of this passing task are the coordihate
signment of the two cooperative roles and the synchromizat-
quired to successfully perform the pass.

The assignment of the role®¢sser and Receiver) is accom-
plished in the multi-robot plan throughhard synchronization op-
erator, followed by two concurrent sensing actions, as shiow
Figure 2. After the ball has been successfully located bytwioe
robots, theh_sync operator is used to synchronize the execution
and to exchange information about each robot’s estimastdrie
from the ball. This communication ensures that both robbtses
the same set of beliefs that are required for coordinatidme ds-
signment is then consistently performed through the sgrfithe
conditionclosestToBall. In caseRobot1 is the closest to the ball
(R1.closestToBall is true), the robot will grab it and perform a
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Figure 2: Petri Net Plan used for task assignment: (a) multi-
robot plan (b) single-robot plans

pass toward®obot2. The pass and receive procedures are encoded
in the remaining branches of the plan, not shown in the figline.
h_sync operator relies on the single-robeync primitives, that
make use of the underlying network protocol to achieve commu
nication. The presence of a token in the plage causesRobot1
to send toRobot2 the uniqueid;, which encodes its plan execu-
tion state. The transition; fires at the reception afls, sent by
Robot2, that acts symmetrically. A token in the execution places
pe1 andp.2 denotes that the robots are performing the communi-
cation. When the information about the distance from théHze
been successfully sent, the transitiopsandt.. fire.
Synchronization is not only needed in this task for assigtire
two roles. The execution of the pass behavior requires thetsdo
synchronously perform their actions. When tResser robot ter-
minates its rotation towards theeceiver, and when thékeceiver
reaches a desired position, a synchronization is perfoimectier
to simultaneously start the passing and the interceptigheoball.
A final synchronization has been inserted after these atadlow-
ing the robots to exchange useful information about theamtcof
the performed task (e.g. success or failure of the ball éefation).
Figure 3 shows the use of tie sync operator in the multi-robot
plan at the end of the preparation phase.

3. FAILURE HANDLING

The execution of the multi-robot plan for the passing tasiuis-
ject to failures, as unpredictable events may occur dutiegper-
formance of the actions. Indeed, the implementation ofcéffe
passing primitives on AIBO robots is a complicated task, ozl
multi-robot plan must allow the detection of action failsii@ exe-
cution time. Detected local action failures must be commeaieid
and cooperatively handled. In this passing task, duringrote-
tion, thePasser robot grabs the ball between its front legs. In case
the robot detects a ball in the field during this phase Rheciver
robot is notified and the execution is interrupted. Figurdndws
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Figure 3: Synchronization operator used after the preparaton
phase: (a) multi-robot plan (b) single-robot plans

a portion of the multi-robot plan used for the interruptiomhe

lost Ball condition is activated in case tliéusser detects the fail-
ure during the rotation phase. The single agent decompogHig.

4-b), shows how the multi-robot interrupt is seen as a lotaliupt
operator by theReceiver robot.
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Figure 4: Petri Net Plan used for action interruption: (a) multi-
robot plan (b) single-robot plans

As for the case of theync primitives, the firing of the interrupt
transitions in the single-robot plans is caused by the conication
of a unique interrupid, sent by thePasser robot if thelost Ball
condition is verified. The structure shown in Figure 4 is neerin
the final plan with the one shown in Figure 3, where the inf&rru
operator was not included for readability.
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