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1. THE NEED FOR FAIRNESS

In our increasingly interconnected world, research in the area of
multi-agent systems is becoming more and more important [1, 2].
Multi-agent systems are generally accepted as valuable tools for
designing and building distributed dynamical systems, by using
several interacting agents, possibly including humans. In prac-
tice, multi-agent systems are often performing tasks in co-operation
with, or instead of humans. Examples include software agents par-
ticipating in online auctions or bargaining [3, 4], electronic institu-
tions [5], developing schedules for air traffic [6] and decentralized
resource distribution in large storage facilities [7, 8].

Although multi-agent systems have many potential advantages,
designing them raises many difficulties. One of the key problems
lies in controlling the behavior of individual agents in such a way
that the system as a whole reaches a certain goal. This problem
becomes even more prominent in multi-agent systems that interact
with humans. Usually, multi-agent systems are designed assuming
perfectly rational, self-interested agents, according to the principles
of classical game theory. However, recently, this strong assumption
has been relaxed in various ways, for instance by including well-
known concepts such as bounded rationality [9] and social welfare
[10, 11]. Research in the field of behavioral economics shows us
that humans are not purely rational and self-interested; their deci-
sions are often based on considerations about others. For instance,
humans strongly care about receiving a fair share [12, 13, 14]. The
concept of a fair share relates closely to a set of problems called
social dilemmas. In such dilemmas, agents have to choose between
being selfish (i.e., being individually rational and caring only for
their own benefit) or being social (i.e., being driven by fairness con-
siderations and also taking into account the benefit of others). The
dilemma lies in the fact that being perfectly individually rational
(and thus selfish) may lead to a lower benefit than being fair (and
thus social). There are two distinct reasons why this may happen.
First, other agents in the system may get frustrated by selfish ac-
tions and may decide to reject the offender. Second, cooperation
may simply be necessary in the problem at hand to obtain a satis-
factory payoff. In other words, the failure of selfish behavior may
be caused either by other agents in the system or by the problem at
hand.

We will provide an example of each of these two situations here,
both of which are stylized games from behavioral economics re-
search. First, in the Ultimatum Game [15], an agent proposes how
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to divide a reward with a second agent. If the second agent accepts
this division, the first gets his demanded payoff and the second gets
the rest. If however the second agent rejects, neither gets anything.
The individually rational, selfish solution to this game is for the first
agent to leave the smallest positive payoff to the other agent. After
all, the other agent can then choose between receiving this payoff
by agreeing, or receiving nothing by rejecting. However, human
players consistently offer more, and low offers are almost always
rejected. Thus, playing selfishly leads to a very low payoff for the
first agent. Second, in the Public Goods Game [16], potentially
many agents are given a sum of money and are asked to invest in
a common pool. After everyone invested (or not), this pool is mul-
tiplied by a factor (usually three) and subsequently divided over
all the players. Thus, if every agent invests, everyone will receive
more money than they invested. Playing selfishly, agents will not
invest, since they will be able to keep their money and addition-
ally receive a share from the common pool. However, if all agents
play selfishly, the common pool is empty, which means that nobody
earns any money.

More generally speaking, being aware of concepts such as fair-
ness may lead to better results in any problem domain in which
the allocation of limited resources plays an important role [17],
as in many of the aforementioned examples. Therefore, concepts
such as fairness, discovered in such diverse fields as behavioral
economics, economical psychology and evolutionary game theory,
must be well-understood by developers of multi-agent systems. Fair-
ness has been extensively studied, resulting in so-called descriptive
models of human fairness, explaining why and how humans reach
fair solutions instead of individually rational ones. These models
may be used as a basis for prescriptive or computational models,
used to control agents in multi-agent systems in such a way that
alignment with human expectations is achieved.

2. RESEARCH SUMMARY

Since our goal is to obtain fairness in multi-agent systems by look-
ing at human fairness, we first study literature on human fairness
extensively. In our research on this topic, we identify two main
existing descriptive models of human fairness in existing research,
which can be summarized with the terms inequity aversion and re-
ciprocal fairness. The first model focuses on one-shot interactions
between humans, such as the Ultimatum Game, and addresses the
observation that humans tend to dislike large differences in pay-
offs, with an emphasis on disadvantageous differences. The second
model focuses on repeated interactions, such as the Public Goods
Game, and shows that humans tend to be reciprocal, i.e., they are
nice to others that are nice to them, and willing to punish others that
are somehow offensive, even if this punishment is costly. In order
to know who is nice and who is nasty, the reputation of others must
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Figure 1: A small experiment, demonstrating human priority
awareness in a vegetable shop. Respondents are asked to place
the robot on the line between (A) and (B), in such a way that all
customers of the shop are satisfied.

somehow become known.

We also perform our own experiments with humans, to gain un-
derstanding in the two existing models, to verify whether the mod-
els accurately predict human strategies, and if not, to identify possi-
ble flaws. We find that indeed, the current two existing models are
missing an important element (which has been present in classical
game theory for a long time), viz. bargaining power, immediate
reputation or (as we call it throughout this thesis) priority. In other
words, humans do not necessarily need repeated interactions to be
able to classify an other person as being nice or nasty; additional
(explicit or implicit) information they may have about this other
person immediately influences their strategies. To demonstrate this,
we initially developed a survey (see Figure 1), in which 50 faculty
members and students participated. Here, the probability that cus-
tomers order the item located at (A) influences the position people
choose for the robot. A similar phenomenon was observed in Ulti-
matum Games in which the players were told that their opponents
were not equally wealthy [18]. To address this phenomenon, we
develop priority awareness, our own descriptive model of human
fairness [18, 19].

After having acquired sufficient knowledge on descriptive mod-
els of human fairness, we turn to prescriptive, computational mod-
els. First, we argue that the notion of ‘fairness’ is overly vague
and ambiguous and should therefore be clearly defined in a compu-
tational context. Then, we focus on obtaining computational fair-
ness in adaptive multi-agent systems, more precisely, using multi-
agent reinforcement learning in single-state problems (mostly re-
lated to bargaining). In order to learn fair strategies, agents have
been equiped with a fairness utility function. We develop suitable
utility functions that enable our agents to learn computational fair-
ness, in accordance with each of the three descriptive models. Us-
ing experiments and analysis, we determine whether these utility
functions are in accordance with what we currently know about
human fairness. In other words, we determine whether our agents
reach bargains that are similar to human bargains.

3. CONTRIBUTIONS OF THIS THESIS

Here, we outline the most important contributions of this thesis.
First, this thesis presents an overview of the current state of the
art in descriptive modeling of human fairness [19]. Second, we
show that an important element is missing in current descriptive
models of human fairness (i.e., humans do not need multiple in-
teractions for reputation or priorities to emerge); to address this
element, we introduce our own descriptive model, priority aware-
ness [8, 18]. Third, we provide an operationalization of compu-
tational fairness for multi-agent systems. Fourth, we use (princi-
ples behind) known descriptive models of human fairness to obtain

fairness in multi-agent systems, using multi-agent reinforcement
learning (e.g., [20]).
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