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ABSTRACT
We present a prototype of agent-based intrusion detection
system designed for deployment on high-speed backbone
networks. The main contribution of the system is the inte-
gration of several anomaly detection techniques by means of
collective trust modeling within a group of collaborative de-
tection agents, each featuring a specific detection algorithm.
The anomalies are used as an input for the trust modeling.
In this stage, each agent determines the flow trustfulness
from aggregated anomalies. The aggregation is performed
by extended trust models that model the trustfulness of gen-
eralized situated identities, represented by a set of observ-
able features. The system is based on traffic statistics in
NetFlow format acquired by dedicated hardware-accelerated
network cards, and is able to perform a real-time surveillance
of the gigabit networks.

Categories and Subject Descriptors
I.2.11 [ARTIFICIAL INTELLIGENCE]: Distributed Ar-
tificial Intelligence—Intelligent agents
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Security
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1. INTRODUCTION
Current generation of network devices allows real-time

scraping of structured snapshots of the traffic on the net-
works. This information is provided in the NetFlow [2]
format introduced by CISCO, and allows us to observe in-
dividual flows on the network. Flow is an unidirectional
component of TCP connection (or UDP/ICMP equivalent),
defined as a set of packets with identical source and des-
tination IP addresses, ports and protocol. The availabil-
ity of this information allows the deployment of Network
Behavior Analysis (NBA) [11] systems that process this
information and infer the conclusions about the malicious-
ness of specific groups of flows. The NBA systems are not
designed to detect stealth attacks against single hosts, but
provide a detection capability against the attacks that are
significant from network perspective, such as horizontal scan-
ning (used to map the network for on-line hosts, typical for
malware propagation), vertical scanning (used to determine
the services offered by a host), denial of service attacks and
other relevant events. Furthermore, the methods outlined
in our system also aim to detect the activity of the hosts
that were taken over by an attacker (typically using zombie
networks) and are used to stage further zombie recruiting or
exploitation.

The CAMNEP system presented in this paper uses a set
of anomaly detection [3] techniques[12, 6, 5, 4]. These algo-
rithms maintain a model of expected traffic on the network
and compare it with real traffic to identify the discrepan-
cies that are identified as possible attacks. These meth-
ods are effective against zero-day attacks and previously un-
known threats, but suffer from comparatively higher error
rate [7], frequently classifying legitimate traffic as malicious
(false positives), or failing to spot the malicious flows (false
negatives). CAMNEP addresses this problem by the use
of classic agent techniques: trust and reputation [10] to
improve the quality of individual agent’s classifications (see
Section 2.2). It integrates several methods using a collective,
trust-based detection process. This combination allows us
to correlate the results of the used methods and to combine
them to improve their effectiveness.
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2. SYSTEM ARCHITECTURE
System architecture is split into several layers, distinguished

by their functionality, physical distribution and processing
speed requirements. Traffic acquisition layer uses hardware-
accelerated NetFlow probes [1] to acquire traffic from gigabit-
speed networks and to extract the meaningful features for
attack detection. The detection layer then classifies the pre-
processed traffic and detects the attacks, that are presented
to operators by visualization agents from the operator inter-
face layer.

The lower-layers are based on hardware network probes
and modified open-source software, the intelligent core of
the system is developed within the AGLOBE multi-agent
platform that facilitates agent cooperation and runtime sys-
tem integration.

2.1 Traffic Acquisition
The traffic acquisition and preprocessing layer is respon-

sible for network traffic acquisition, data preprocessing and
distribution to upper system layers. It only uses the flow
characteristics based on information from packet’s headers,
and can therefore analyze even ciphered traffic.

Therefore we use hardware accelerated NetFlow probes
called FlowMon. The FlowMon probe is a passive network
monitoring device based on the COMBO hardware [1], which
provides high performance and accuracy. The probe handles
1 Gb/s traffic at line rate in both directions and exports ac-
quired NetFlow data to different collectors. The high per-
formance of the card guarantees robust performance even
under attack, when the traffic characteristics make the pro-
cessing more computationally intensive.

The collector servers store incoming packets with NetFlow
data from FlowMon probes into its internal database. Each
collector server provides interface to graphical and text rep-
resentation of raw network traffic, simple flow filtration, ag-
gregation and statistics evaluation, using source and desti-
nation IP addresses, ports and protocol. Detection agents
connect to collector to obtain the data and use them for the
detection.

Even after probes deployment in monitored network, the
probes can be reprogrammed to acquire new traffic charac-
teristics. The system is fully reconfigurable and the probes
can adapt their features and behavior to reflect the changes
in the agent layer.

2.2 Attack Detection by Trusting Agents
The goal of the cooperative threat detection layer is to

provide the assessment of maliciousness of the individual
flows in each flow set observed by the system. To achieve
this goal, we use the trust modeling techniques, and extend
them to cover the domain-specific needs.

Each detection agent contains one of the anomaly detec-
tion methods (detailed in [9]), coupled with an extended
trust model defined in [8]: (i) MINDS agent [4], which rea-
sons about the number of flows from and towards the hosts
in the network, and detects the discrepancies between the
past and current traffic, (ii) Xu agent [12], which reasons
about the traffic from individual hosts using the normalized
entropies and rules, (iii) Lakhina Entropy [6] agent, which
builds a model that predicts the entropy of traffic features
from individual hosts and identifies anomalies as differences
between predicted and real value, and finally (iv) Lakhina
Volume agent [5], which applies the same method to traffic

volumes.
All agents, regardless of their type, process the data re-

ceived from the acquisition layer in three distinct stages (see
Figure 1): (i) anomaly detection, (ii) trust update and (iii)
collective trust conclusion.

In the network security domain, low trustfulness of the
flow means that the flow is considered as a part of an at-
tack. Trustfulness is determined in the [0, 1] interval, where
0 corresponds to complete distrust and 1 to complete trust.
The identity of each flow is defined by the features we can
observe directly on the flow: srcIP, dstIP, srcPrt, dstPrt,
protocol, number of bytes and packets. If two flows in a data
set share the same values of these parameters, they are as-
sumed to be identical. The context of each flow is defined
by the features that are observed on the other flows in the
same data set, such as the number of similar flows from the
same srcIP, or entropy of the dstPrt of all requests from
the same host as the evaluated flow. While the agents in
our system use the same representation of the identity, the
context is defined by the features used by their respective
anomaly detection methods to draw the conclusions regard-
ing the anomaly of the flow. Identity and context are used
to define the feature space, a metric space on which the trust
model of each agent operates [8]. The metrics of the space
describes the similarity between the identities and contexts
of the flows, and is specific to each agent.
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Figure 1: Agent layer operation.

Anomaly detection During the anomaly detection stage,
the agents use the embedded anomaly detection method to
determine the anomaly of each flow as a value in the [0, 1]
interval, where 1 represents the maximal anomaly, and zero
no anomaly at all. The anomaly values are shared with other
detection agents, and used as an input in the second phase
of the processing.
Trust update During the trust update, the agents integrate
the anomaly values determined for individual flows during
the first phase into their trust models. As the reasoning
about the trustfulness of each individual flow is both com-
putationally infeasible and unpractical (the flows are single
shot events by definition), the model holds the trustfulness
of significant flow samples (e.g. centroids of (fuzzy) clusters)
in the identity-context space, and the anomaly of each flow
is used to update the trustfulness of centroids in its vicinity.
The weight used for the update of the centroid’s trustfulness
with the anomaly values provided for the flow decreases with
distance from the centroid. Therefore, as each agent uses a
distinct distance function, each agent has a different insight

134



into the problem. The flows are clustered according to the
different criteria, and the cross-correlation implemented by
sharing of the anomaly values used to update the trustful-
ness helps to eliminate random anomalies.
Collective trust estimation In the last stage of process-
ing, each agent determines the trustfulness of each flow (with
an optional normalization step), all agents provide their
trustfulness assessment (conceptually a reputation opinion)
to the aggregation agents and the visualization agents, and
the aggregated values can then be used for traffic filtering.

In order to be successful, the trustfulness aggregated by
the system should be as close as possible to the maliciousness
of the flow. When we reason about the malicious and un-
trusted flows as sets (they are actually fuzzy sets), we wish
them to overlap as much as possible. We can define the
common misclassifications errors using the trustfulness and
maliciousness of the flow. The flows that are malicious and
trusted are denoted as false negatives, and the flows that are
untrusted but legitimate are denoted false positives. Typi-
cally, when we tune the system to reduce one of these sets,
the size of the other increases. Intuitively, it may seem that
we may be ready to ignore higher rate of false positives,
rather than false negatives. However, this is rarely the case
in the IDS systems deployed for operational use, as the le-
gitimate traffic vastly outnumbers the attacks and even a
low rate of false positives makes the system unusable.

The importance of the trust model lies in the cross-validation
of anomaly opinions in the trust models of detection agents,
each of these models being based on different traffic fea-
tures. In order to classify a set of flows as an attack, the
flows from the set need to fall in the vicinity of centroids
with low trustfulness in the models of most agents. In prac-
tice, most attack flows fall in the neighborhood of a single
centroid, as we can see in Fig. 2. On the other hand, when
one of the agents creates a false positive, the flows are likely
to be dispersed in the trust models of the other agents and
the on-average higher trustfulness of the associated centroids
prevails during the final aggregation.

Figure 2: A peek into the trust model of a detection
agent. The flows are displayed as tree extremities
attached to the closest centroid of the trust model.
Note that the attack flows are concentrated next to
a single centroid.

2.3 Operator and Analyst Interface Layer

The operator and analyst interface layer of the CAMNEP
system is represented by Visio Agent . This agent provides
visualization of the network traffic based on graphs where
nodes represent particular hosts and oriented edges repre-
sent network flows. Graph-based visualization is comple-
mented by a high-level visualization by histogram of trust-
fulness and a fast glimpse on traffic characteristics provided
by the statistical analysis tool. Besides being used to present
the whole data, the visualizer allows selective visualization
of user-selected flow groups from the histogram and/or anal-
ysis components.

Visio Agent provides visual support for analytic reason-
ing with the use of the detection layer results. The network
visualization based on graphs approximates the structure of
network topology and communication, therefore being nat-
ural for both network administrators and non-specialists.
It also autonomously gathers support data on behalf of its
users.

Figure 3: Example of the overall situation in the
network with filter applied.

The graph-based traffic representation is enhanced with
several significant features. The user can list the flows and
traffic statistics associated with each edge/host, and display
associated trustfulness. The traffic can be filtered and ag-
gregated according to many relevant features, including
trustfulness and anomaly values. The visual attributes of
the display (such as node/edge size and color) can also adapt
to these characteristics, making the user orientation easier.
The information provided by third parties (DNS, whois) is
seamlessly integrated into the visualization.

As current network traffic is a scale-free network, it is
particularly important to handle the visualization of supern-
odes, i.e. the nodes with high number of connections. These
nodes are typical for many attack scenarios, as well as for
high-value targets. Visualizer therefore replaces the one-shot
connections to/from these hosts by a special representation
of a ”cloud” of traffic, and only singles out the nodes that
also connect to other nodes in the observed network.

3. SYSTEM EVALUATION
Any intrusion detection system is evaluated in terms of

false positives/false negatives. We have performed several
series of experiments, both on known attacks with well de-
fined characteristics, and on real-world attacks observed on
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protected networks. In this paper, we present a selection of
results.

In the first set of experiments, we have measured the abil-
ity of the system to detect a mix of attacks, including verti-
cal and horizontal scans (TCP SYN, TCP CONNECT and
UDP), brute force attacks on SSH passwords, OS finger-
printing and others. The trustfulness assigned to attacks is
shown in Fig. 4, where we highlight the attacks not-detected
by the system. An attack is considered as detected if (i) its
trustfulness is below 0.2, or (ii) if the trustfulness is more
than one σ below the average of the trustfulness distribution.
We can clearly see that the system consistently detects the
attacks with more than 400 flows over a 5 minute interval –
this corresponds to about 1% of traffic volume measured in
number of flows.
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Figure 4: Average trustfulness of attack flows ac-
cording to attack size.

We have performed an evaluation of algorithm on a 30-
minutes sample of real network traffic. The performance
of the system is slightly superior to off-line manual analy-
sis performed by an experienced administrator, which took
more than one day to perform. Reconciliation of the the
results showed that the system had slightly lower false posi-
tive rate and slightly higher true negatives, but the principal
attacks (botnet nodes and buffer overflow) were consistently
detected. In both cases, false positives were roughly a half
of the reported incidents (from a total of 17).

When we compare the system results with those of inte-
grated anomaly detection methods in terms of false posi-
tives/false negatives, the aggregated results outperform any
of the methods in both criteria (by ratio of 10 when consider-
ing traffic sources), and also outperform the classification by
averaged anomalies by a factor of 2 in FP, while identifying
more true attacks.

4. CONCLUSIONS
In our work, we have presented a multi-agent framework

that enables the integration of several existing network be-
havior analysis methods. The agent techniques are used
not only as a code-level and integration framework, but also
as a reasoning core of the approach which is based on ex-
tended trust modeling and simple reputation mechanism.
The experimental results on the real traffic, as well as the

evaluation performed by network administrators hint that
this combination is significant not only from the research
perspective, but also from the industrial perspective.

The fact that the system assigns the trustfulness score
rather than binary label (attack/legitimate) provided by
classic IDS systems is actually an advantage. The trust-
fulness together with the number of flows, is also a good
estimate of the priority that the attack requires. The pri-
mary output of the system is a histogram of current traffic
trustfulness. This form is very convenient for rapid analysis.
Once the traffic is classified, the system leaves the further
steps of the analysis on the operator. In the current version
of the system, the anomaly detection methods are selected
to address the same types of attacks, albeit with different
effectiveness. This is a very strong restriction, and we in-
tend to relax it in the future by introducing a more elaborate
reputation mechanism instead of simple average.
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