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ABSTRACT
As computerized agents are becoming more and more common,
e-commerce becomes a major candidate for incorporation of auto-
mated agents. Thus, it is vital to understand how people design
agents for online markets and how their design changes over time.
This, in turn, will enable better design of agents for these environ-
ments. We focus on the design of trading agents for bilateral negoti-
ations with unenforceable agreements. In order to simulate this en-
vironment we conducted an experiment with human subjects who
were asked to design agents for a resource allocation game. The
subjects’ agents participated in several tournaments against each
other and were given the opportunity to improve their agents based
on their performance in previous tournaments. Our results show
that, indeed, most subjects modified their agents’ strategic behav-
ior with the prospect of improving the performance of their agents,
yet their average score significantly decreased throughout the tour-
naments and became closer to the equilibrium agents’ score. In
particular, the subjects modified their agents to break more agree-
ments throughout the tournaments. In addition, the subjects in-
creased their means of protection against deceiving agents.

Categories and Subject Descriptors
I.2.1 [Artificial Intelligence ]: Applications and Expert Systems—
Games

General Terms
Experimentation
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1. INTRODUCTION
With the growth and accessibility of the internet and the web,

e-commerce has become widely used [5]. As trading in many mar-
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kets (e.g. NASDAQ) has now become fully electronic, designing
automated trading agents has received growing attention. Instead
of personally trading online, the trader can now use a computer-
ized agent which trades on his behalf and makes the decisions for
him. For example, a person that wants to purchase an item can
be represented by a software agent. This agent negotiates for the
item on behalf of the person and can eventually purchase the item
for him when all conditions are met [9]. Thus, there is a growing
importance of understanding how people develop agents for these
environments. Indeed, examining the ways in which people design
their agents has been established as a key goal in several AI studies
[3, 12, 13].

In this paper we present a novel research, which further enhances
the understanding of strategic behavior of agents designed by hu-
mans. More specifically, we investigate the change in the agents
design over time. We focus on the design of trading agents for
bilateral negotiations with unenforceable agreements (e.g., as in
eBay). We term these agents Peer Designed Agents (PDAs). In
this context, it is important to understand how people modify the
strategy behavior of their agents, based on performance in the past,
as automated agents are, in nature, used in recurring events and
transactions. Thus, our work provides a significant contribution in
this respect.

In order to simulate a common real-life bilateral negotiation en-
vironment we used the domain of a resource allocation game. In
the resource allocation game, two sides are given an initial set of re-
sources and a goal. Both sides negotiate the exchange of resources
with each other in order for each to achieve its goal. The player’s
negotiation policy is always accompanied by the decision whether
to send the resources which he has agreed upon. If the number
of interactions between the players is finite, the equilibrium strat-
egy requires that no exchanges are made. The strategy space in the
resource allocation game is richer and larger than most models pre-
viously studied in economic research [1, 2, 4, 7, 8]. As a matter
of fact, this game supplies a general negotiation platform which is
more similar to real-life negotiations than typical economic games.

We ran experiments in which two groups of graduate students
were assigned to design agents that play the resource allocation
game. Each student was responsible for designing his own agent.
Each group received a different version of the resource allocation
game that differs in the dependencies between players (the resources
the player needs and its dependency on the other player to supply
those resources). Each group was involved in several tournaments
where each subject’s agent played against all other agents in its
group, including itself. After each tournament, subjects were per-
mitted to improve their agents based on the feedback they received
about their agent’s performance in previous tournaments.



Our results show that the subjects fundamentally modified their
agents’ strategic behavior throughout the tournaments. Specifi-
cally, the agents’ average score significantly decreased throughout
the tournaments, while in the last tournament the agents’ average
score was closer to the equilibrium agent’s score than in the first
tournament. However, even in the last tournament most subjects
did not develop agents that adhere to the equilibrium strategy (that
is, not sending any resources). The decrease in the agents’ aver-
age scores can be explained by analyzing their strategies. More
agents were less cooperative and their reliability level decreased
(i.e., agents did not live up to their promises) throughout the tour-
naments.

This paper contributes to research on agents’ designs in several
ways. First, it provides insight into the considerations people take
into account when designing agents. Second, the results of these
experiments provide information about the changes in agents’ be-
havior throughout the tournaments. These findings can help better
understand the agents’ behavior over time. These results suggest
that the number of tournaments has substantial influence on the
market and on agent design.

The rest of the paper is organized as follows. We begin by re-
viewing related work in Section 2. Then we continue with a de-
scription of our trading framework in Section 3. The experiment
design is provided in Section 4 and the results in Section 5. Finally,
we conclude and discuss future work in Section 6.

2. RELATED WORK
In this paper we explore the strategic behavior of Peer Designed

Agents. A very known competition which has shed light on the
automated trading agents’ strategies is the Trading Agent Com-
petition (TAC) [6, 12, 13]. In this competition entrants develop
travel agents that have to arrange itineraries for a group of clients
who want to fly from one city to another within a certain time pe-
riod. There are several fundamental differences between the TAC
competition and our work. First, our trading domain is different
from the TAC as we focus on bilateral negotiations with unenforce-
able agreements while TAC focuses on agents’ bidding strategies
for complementary and substitutable goods. Second, the TAC is a
competition in which the agent’s target is to win (i.e. to attain the
highest number of points/money) while in our work, as in many real
life domains, the goal is to accumulate as many points as possible,
regardless of the other agents’ performance.

Some research in economics has explored the strategic behavior
when people are able to revise their strategies based on their perfor-
mance in the past. Most of them used a strategy method1 [11]. The
strategy method was first proposed by Selten [10]. Similar to devel-
oping agents, using the strategy method requires subjects to specify
their choices for all information sets of the game and not only the
ones that occur during the course of a play of a game. The strategy
method is usually used to elicit subjects’ strategies in games that
are relatively simple (e.g. public goods, Prisoner’s Dilemma, ulti-
matum game and generation game) in contrast to our game which
has a richer strategy space and is much more complicated.

3. THE TRADING FRAMEWORK
In order to simulate a general trading framework we have de-

signed the resource allocation game, used as a test-bed to represent
various situations in real economic markets.

1A strategy method is a known economic experimental methodol-
ogy which requires people to elicit their actions in every decision
node in the game.

We begin by describing the environment description and then we
continue on to analyze the different strategies in our framework.

3.1 Environment Description
Each playeri ∈ {1, 2}, is allocated an initial pool of resources

Rinit
i , which are attributed to several types. The goal of the game is

to possess a specified set of resourcesGi, which includes a certain
quantity (zero or more) of each resource type. There are enough
resources for both players to satisfy their goals, i.e.G1 ∪ G2 ⊆
Rinit

1 ∪ Rinit
2 . However, some of the resources needed by one

player may be in the possession of the other. The negotiation pro-
tocol consists of a finite number of roundsn. In each round a
different agent proposes an offer, while the other agent can re-
spond to it. Each round0 ≤ l ≤ n is comprised of two phases:
a negotiation phase and an exchange phase. In the negotiation
phase one of the players makes an offer to exchange resources,
Ol = (Ogivel

i, Ogivel
j), in which the proposer (playeri) promises

to sendOgivel
i resources to the receiver (playerj) and in return re-

quests that playerj will sendOgivel
j back to him. Playerj should

inform the playeri whether he accepts or rejects the offer. Af-
terwards, there is an exchange phase, in which the two players,
playersi andj, send a set of resourcesSl

i andSl
j , respectively, to

the other player. Since agreements are not enforced, each player
can break agreements, thusSl

i andSl
j can differ fromOgivel

i and
Ogivel

j , respectively. The exchange is executed simultaneously,
so the players cannot know in advance whether the opponent will
keep his promise. The performance of each player is determined
by his score at the end of the game. The score of a player takes into
account both the number of resources the player possesses, as well
as whether or not he has reached the goal. For each resource the
player possesses at the end of the game, the player will receive a
score ofScoreRes. In addition, if the player holds his whole target
set, he will receive an additional score ofScoregoal. Formally

scorei =

8
<
:

Scoregoal + |Rend
i |ScoreRes Gi ⊆ Rend

i

|Rend
i |ScoreRes otherwise

In our experiment we usedn = 10, Scoregoal = 200, ScoreRes =
10, |Gi| = 3 and |Ri

init| = 8. Thus, obtaining the target set be-
comes the most important component of the scoring function.

To generalize and strengthen our results, we used two distinct
configurations: the one independent player configuration (OIP) and
the asymmetric depth configuration (AD). In the OIP configuration,
while one player isindependentand initially obtains all resources
needed for him to reach the goal, the other player lacks two spe-
cific resources, and he isdependenton the other player’s resources.
Both players also have some extra available resources, which they
do not need to attain their respective goals, and can be used for ne-
gotiation purposes. This configuration enables an examination of
situations in which the equilibrium strategy is not Pareto-optimal,
and cooperation between the players yields better results for both
parties: the dependent player can obtain the resources he needs to
complete the target set, and the independent player can increase the
number of resources he possesses. This setting enables the exami-
nation of situations, where one side might gain substantially more
from the transaction than the other side. These situations are very
common in real life. Consider, for instance, a researcher who cru-
cially needs to buy some books for an important research. While
the seller of the books will gain some money from the transaction,
the researcher, might gain much more from this deal.

In the AD configuration each of the players needs at least one
resource from the other player in order to complete its target set.
However, the needs of these players are asymmetric. The first



player, the2-resources player, needs two resources from the second
player, while the second player, the1-resource player, needs only
one resource from the other player in order to complete its target
set. Again cooperation between the players yields better results for
both parties: both players can obtain the resources they need in or-
der to complete the target set. This setting enables the examination
of a very common situation, where each of the traders significantly
gains from the exchange of resources, yet one side is more depen-
dent than the other. Consider, for instance, two researchers who
each possess the books that the other needs for his/her research,
where each of them needs a different amount of books from the
other. In this case both can gain from the exchange.

In the following section we describe the experiment’s design and
methodology.

4. EXPERIMENT DESIGN
The experiments involved 32 different agents developed by 32

computer science graduate students. The students were divided
into two groups of size 15 and 17. All subjects were instructed
to design an agent that plays the resource allocation game, which
was explained in class. The experiment was identical for the two
groups, except that each group had received a different configura-
tion, as described above. Subjects were explained that their agent
would play in a tournament against all the other subjects’ agents
including their own agent in both roles. We kept the identity of all
agents antonymous so that agents would not be able to treat any
other agent based on its history.

A skeleton of the agent and a support environment were provided
to the students. In addition to programming the agents, the subjects
were instructed to submit documentation explaining their strategy.

After a given tournament each of the subjects had received feed-
back about his agent’s performance during the tournament. More
specifically, each of the subjects received a log file for each game
that its agent played, which included the course of the game (that is,
the offers that were proposed, the responses to these offers, and the
resources that each of the players sent in each round of the game).
Then, subjects had the opportunity to revise their agents and resub-
mit them for the next tournament. We repeated this process three
times, so each of the agents participated in four tournaments.

The subjects were motivated to perform well by receiving a course
grade. We emphasized that the grade is based only upon the sub-
ject’s own score, and not upon other subjects’ scores. This is simi-
lar to real negotiation environments, where traders gain money only
according to their own agents’ performance. To motivate subjects
to make efforts also in the later tournaments, we explained to them
that the grade was calculated according to the score obtained by
their agents accumulated over all tournaments, whereby later tour-
naments received much larger weight. Moreover, in order to ensure
that in each tournament each of the subjects will do their best and
will not count on future tournaments to improve their agents, we
did not reveal to them in advance whether there would be addi-
tional tournaments or not. In this manner the subjects tended to
believe that each tournament was their last one.

5. EXPERIMENTAL RESULTS
The agents participated in four tournaments. When analyzing

the performance of the agents we used two benchmark scores. The
first benchmark is the score obtained by equilibrium agents. As
these agents do not send any resources, their final scores are equal
to their initial scores. More specifically, given the OIP configu-
ration, the equilibrium agent’s score when it plays the dependent
role, denoted byscdep, equals 80 (8 resources multiplied only by

ScoreRes, as it does not complete its target set). The equilibrium
agent’s scores when it plays both roles in the AD configuration, de-
notedsc2−res andsc1−res also equal 80, based on the same con-
siderations. On the other hand, the equilibrium agent’s score when
it plays the independent role, denotedscind, equals 280 (it receives
ScoreGoal as it completes its target set, with an additional score of
the resources it has, that is 8 resources multiplied byScoreRes).

The second benchmark is supplied by agents that achieve a Pareto-
optimal solution, which is mutually beneficial. In other words, both
agents’ score at the end of the game is higher than the score they
start with at the beginning of the game. Moreover, no agent can
increase its score at the end of the game without decreasing the
other agent’s score. More specifically, in the OIP configuration
the dependent agent will complete its target set at the end of the
game and the independent player will increase the number of the
resources it obtains (it will possess more than 8 resources at the
end of the game). This means that the independent player’s score
will be greater than 280 (as it will possess more than 8 resources at
the end of the game) while the dependent score will be greater than
230 (as it will possess at least the three resources that comprise its
target set at the end the game). As both players at the end of the
game complete their target set and together obtain 16 resources (the
only change during the game is the distribution of the resources be-
tween the players) the total score of the agents playing both roles
at the end of the game equals 560 thusscdep = 560 − scind.
This implies that the average score, denotedscOIP−avg, that an
agent obtains when it plays both roles equals 280. Similar to the
OIP configuration, in the AD configuration both players possess
at least the three resources that they need to complete their goal
which implies that both players’ score is greater than 230. As the
two agents complete their target set at the end of the game it fol-
lows thatsc2−res + sc1−res = 560 and the average score, denoted
scAD−avg that the agent obtains when it plays both roles equals
280. However, in contrast to the OIP configuration, any distribu-
tion of the resources between the agents in which each of the agents
possesses its target set at the end of the game is possible.

First we will examine the change in the agents’ average score
for all the tournaments. When comparing the scores to the bench-
marks we observed that the PDA’s obtained, on average, higher
scores than those of the equilibrium agents. On the other hand, this
score is lower than that of the Pareto-optimal agents. Moreover, the
PDA’s average score decreases with the tournaments and in the last
tournament the agent’s average score is closer to that of the equilib-
rium agents’ score than in the first tournament. This decrease can
be explained by the percentage of agents that complete the target
set.

When we analyzed the percentage of agents (not including agents
playing the independent role) that completed their target set we saw
that that in all considered roles the percentage of agents that com-
plete their target set monotonously decreases over the tournaments.
We have observed a significant decrease in the percentage of the de-
pendent agents that completed their target set from the first (55%)
to the second tournament (30%) (χ2, p < 0.01). In addition, for
all the considered agents, a significant decrease in the percentage
of agents that complete their target set is observed from the first
tournament to the third tournament (χ2, p < 0.05). This decrease
is more pronounced when comparing the first tournament to the
fourth tournament (χ2, p < 0.01).

Two possible reasons can explain the decrease in the scores and
the percentage of agents reaching the goal. The first is the fact
that the number of agreements that were not fulfilled or were par-
tially fulfilled increased. This means that less resources were sent,
including resources the agents needed in order to complete their



target set. The second explanation is that fewer agreements were
reached due to the hardening of the negotiation policy. For exam-
ple, consider two agents that fulfill their agreements when playing
the resource allocation game in the OIP configuration. The first
agent, playing the independent role, requires at least three resources
from the other agent for each of the resources the other agent needs
to complete its target set. However, the other agent playing the de-
pendent role agrees to give at most two resources in return for each
resource it needs. Thus the dependent player will never complete
its target set as no agreement will be reached.

However, after reviewing the PDAs code and analyzing their
strategies, we can deduce that the first explanation is more likely.
Not only did most of the subjects not harden their negotiation pol-
icy, some of them even softened their negotiation policy. Still,
agreements were not fulfilled (or were only partially fulfilled) through-
out the tournaments. This can be explained by several reasons.
The first can be attributed to the agents’ reliability level which de-
creased throughout the tournaments. Thus, the agent broke more
agreements regardless of the other agent’s reliability (i.e., the agents
did not fulfill their agreements even if the other agents sent all the
resources that were agreed upon). The second reason is that agents
tended to break more agreements in order to protect themselves
against deceivers (i.e., the agents broke their agreements as a result
of the other agents’ behavior). This preventive behavior is based on
deducing the nature of the opponent from previous rounds.

6. CONCLUSIONS AND FUTURE WORK
In this paper we explored the modifications of the strategic be-

havior of Peer Designed Agents. We focused on bilateral negotia-
tions with unenforceable agreements over time. In order to simu-
late such environments we used a resource allocation game. This
game has a richer strategy space than most of the standard eco-
nomic games [1, 2, 4, 7, 8]. We tested two different configurations
of this game reflecting real life and common situations, which dif-
fer from each other by the number of resources each player needs
and its dependency on the other player.

Even though the basic configurations are different, the results
of our experiment show that agentsŠ strategic behavior was funda-
mentally modified throughout tournaments. Our experiments showed
that both the average score and the percentage of agents that com-
pleted their target set decreased significantly throughout the tour-
naments. This is despite the fact that most of the subjects improved
their agents as compared to their previous versions. In both groups
the agents become less reliable throughout the tournaments and less
likely to keep their agreements regardless of the other agent’s be-
havior.

Moreover subjects learned from previous tournaments and in-
creased their protection against low reliability agents. This behav-
ior can also explain the decrease in the agents’ average score since
low reliability agents complete their target sets in the last tour-
nament less than in the first tournament due to an increase in the
agents’ protection level.

Our findings play an important role in understanding dynamic
markets in which traders are able to modify their trading agents.
Moreover these results have great implications on the agent’s de-
sign. Thus we recommend that agent designers take the tournament
number into account when designing agents for this type of market.

In future work we will investigate how people develop agents in
more complex games as well as the behaviors that emerge in online
games.
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