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ABSTRACT
Reports of applications that include agent-based models of
human behaviour tend to focus on the applications them-
selves and the success of the modelling exercise. They give
little (if any) information on the process used to construct
the models. Those who attempt to construct models of hu-
man behaviour quickly realise that this is a non-trivial task.
This paper presents a methodological approach to eliciting
knowledge for BDI-based models of human behaviour.

Categories and Subject Descriptors
D.2.2 [Software Engineering]: Design Tools and Tech-
niques

General Terms
Design
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1. INTRODUCTION
Agent-based models of human behaviour have been used

in a wide range of applications, from interactive games and
story-telling to education, training and operations analysis.
This paper is concerned with the construction of models that
attempt to generate behaviour based on plausible models of
human reasoning (as opposed, for example, to models which
simply aim to create believable characters).

Capturing the underlying reasoning process is important
in applications which are designed to explore different sce-
narios, and particularly unexpected scenarios. While it might
be possible to know what behaviour would be expected in a
typical situation, what is of more interest is what behaviour
might arise in an unexpected situation. (In fact, it can even
be the case that this type of model might illustrate unex-
pected behaviour in what is thought to be a typical situation,
due to unexpected cognitive demands.) A major challenge
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in building these types of model is to capture the reasoning
process. This does not require a full model of human cogni-
tion (indeed, a “full”model does not exist), but does require
a model that does considerably more than simply react to
stimuli.

Numerous agent-based models of this type have been con-
structed, particularly in the military domain, going back to
TacAir-Soar [4] and SWARMM [5] in the mid nineties. How-
ever the reports of such applications focus on the applica-
tions themselves and the successes of the modelling exercises,
giving little (if any) information on how the models have
been constructed. Those which use BDI-based agents often
discuss the natural mapping between the language used by
experts and the core concepts of the paradigm (for example
[7]), but it takes more than a casual conversation to gather
the required information from the expert, and this process
is not discussed.

The methodology presented here draws upon techniques
from cognitive task analysis (CTA) to elicit knowledge for
the development of BDI-based models of human behaviour.
It could be adapted for use with other agent modelling para-
digms, but is particularly suited to BDI due to that para-
digm’s folk psychological roots. The illustrative examples
are taken from a project in which models of Quake 2 play-
ers were developed, but the methodology is intended to be
applicable to the development of any BDI-based models of
human behaviour.

2. KNOWLEDGE ELICITATION
There are a wide range of knowledge elicitation method-

ologies that have been developed for other purposes than
agent-based modelling – for the development of training pro-
grams, to aid task and/or interface (re)design, and also for
building models using other technologies. Cognitive task
analysis is a family of methodologies that is particularly
suited to knowledge elicitation for BDI-based modelling of
human behaviour as the techniques focus on the cognitive
aspects of the task – that is, why the subject performs cer-
tain actions – rather than trying to define the task in terms
of procedures to be followed.

The methodology that is presented in this paper draws
largely upon two forms of cognitive task analysis: applied
cognitive task analysis (ACTA) [6] and the critical decision
method (CDM) [3, 2].
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3. EXAMPLE MODELLING EXERCISE
The application of these techniques is illustrated here with

examples taken from a project which involved the develop-
ment of BDI-based models of expert players of the Quake 2
deathmatch game [8]. This particular application was cho-
sen not because of a specific interest in computer gaming,
but because the game environment provided a rich simulated
world in which models could be evaluated, and subject mat-
ter experts were easily accessible. The techniques used are
more broadly applicable, but the examples are limited to
this one exercise for coherence.

The world of Quake 2 is specified by a three-dimensional
map, through which the human players navigate with a
graphical first person view, using mouse and keyboard in-
puts. The map can vary enormously from one game to an-
other, from narrow hallways to wide open spaces, and can
include hazards, secret hiding spots, bright lights, dark cor-
ners, etc. Scattered throughout the map are various items –
weapons, armour, health, and others – each of which is peri-
odically regenerated in the same place in the map, and each
of which has its own particular set of characteristics. For
example, a shotgun has very different range, firing speed,
ammunition, etc to a rocket launcher. Players respawn at
a number of fixed positions in this map, reappearing at a
random one of these each time they die. Each time they
are respawned, they have only the most basic weapon, full
health, and no other items.

Within this world, the players must equip themselves, seek
out other players, and kill them, all while avoiding being
killed. (Being killed does not directly affect your score, but
puts you at a distinct disadvantage due to lack of equip-
ment.) There are a wide range of strategies used by different
players, with none appearing to be significantly better than
any of the others. That is, players with completely differ-
ent styles can be very closely matched in terms of score. In
this project, three players with considerably different play-
ing styles were interviewed, and models constructed of two
of them.

4. A STRUCTURED APPROACH
The methodology presented here uses elements from both

ACTA and CDM. Specifically, it involves:

1. Preparation, preferably through direct observation as
described below.

2. Development of a task diagram, as in ACTA.

3. Finally, an iterative process of:

(a) Expansion of each of the elements in the task di-
agram through a combination of

i. probes as per the knowledge audit process of
ACTA,

ii. presentation of hypothetical situations, and

iii. CDM sweeps

(b) Analysing the data and designing the models.

The number of iterations needed in the final step will depend
upon a number of factors, including the care taken in plan-
ning the interview session(s), how forthcoming the subject
is, and the complexity of the task being performed. Know-
ing when to stop can be tricky, as is discussed in Section
4.6.

4.1 Direct Observation as a Preliminary Tool
Direct observation can be a useful first step in the knowl-

edge elicitation regardless of the level of familiarity of the
interviewer with the task of interest. As well as familiaris-
ing the interviewer with the task (or, if the interviewer is
already familiar with the task, alerting him/her to alterna-
tive means of performing the task), direct observation can
serve two further purposes. Firstly it is a means of assessing
the suitability of the subject(s): in the case of the project
here, direct observation revealed that one of the three vol-
unteers did not have the expertise that was required in later
stages of the project. Secondly, direct observation can pro-
vide reference points for discussion in later interviews.

In the case of the example discussed here, it was possible
for the three volunteers to play a tournament against each
other. In other domains it would be necessary to observe
each (potential) subject separately. In some cases (for ex-
ample in some military scenarios) the logistics and/or cost
of arranging for direct observation might be prohibitive.
In such situations it is possible to proceed directly with
the knowledge elicitation described below, but the inter-
viewer must ensure that he/she has prepared adequately
using other sources such as instruction manuals or similar
literature.

4.2 Development of a Task Diagram
The first interview in each case was designed to develop

the task diagram for each player, and consisted of questions
such as those in Table 1. The data was used to construct
a task diagram such as that shown in Figure 1. This was
presented to the subject for approval and then each stage
was considered in detail in later interviews. For the two
subjects, the task diagrams that were generated differed only
slightly in the timings.

Table 1: Sample first interview probes

When you play the game, do you perceive any distinct
phases?
What are you main goals in each of these phases?
What are the relative priorities of these main goals?
Say you enter a new game, where you don’t know the
world map, and you may know some, but not all, of
the players. What are the first things that you do?
Do you make an effort to get to know the style of the
other players? How do you use that knowledge?

Figure 1: The task diagram for one of the subjects

4.3 Expanding the Task Diagram
The second stage of interviews probed more deeply into

the phases that were identified in the task diagrams, using
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the three strategies identified previously: 1) probes about
expertise, as in a knowledge audit, 2) probes using hypo-
thetical situations to elicit details about strategies, and 3)
asking the subjects to give examples of situations that were
unusual or where they felt they performed particularly well,
as in CDM. Due to the fast-moving nature of the game, the
incidents presented by the subjects in this third case were of
limited duration. Nevertheless the exploration of a number
of these small incidents revealed much about the subjects’
styles and strategies.

Whereas the first stage of interviews focused on the sub-
jects’ goals when playing the game, the second stage turned
to the strategies that they used, and the way in which they
characterised the world. Some examples of the types of
probes are presented in Table 2.

Table 2: Sample probes from later interviews

You say the first stage of the game is when you don’t know
the map. When do you consider that you do know the
map? Do you explore every nook and cranny?

What makes a good sniping spot?

If you’d just respawned and you could hear but not see a
fight nearby, what would you do?

How important are the sounds in the game to you? What
sorts of things do you listen for?

What sort of things most clearly differentiate novice players
from expert players?

Say you’d identified a particular opponent as being a better
player than you. Would you make an attempt to actively
avoid him/her?

When you were talking about exploring the map, you said
you explore cautiously. What do you mean by cautiously?

The interviews in this stage were open-ended. Before each
interview, a list of questions were prepared, based upon the
analysis of data from the previous interview. But it was also
important to be flexible during the interviews, picking up on
key points with the subjects’ responses and following up on
these in order to fill in the details. It was not critical if some
of these details were missed during an interview, as the post-
interview data analysis should identify them, but this would
then require a further iteration in this stage of the knowledge
elicitation. It was essential when framing the questions to
remember that the aim was to uncover the reasoning used,
rather than understand the task in a procedural sense. The
task was complex enough that it would be impossible to
cover every hypothetical scenario; instead, the aim was to
understand the way they reasoned about their world, and
hopefully by capturing this reasoning be able to generate
realistic behaviours in unexplored situations.

4.4 Data Analysis and Model Design
As the aim was to develop BDI-based models human be-

haviour, it was necessary to identify the goals, plans and
beliefs (or more accurately, the things about which the sub-
ject held beliefs) in the interview data. In the models were
being implemented using a different modelling paradigm,
it might be necessary to search for different elements in
the text. However it should be stressed that the method-
ology described here works because of BDI’s folk psycholog-
ical roots: people naturally discuss their reasoning in these
terms, and probes regarding goals, plans and beliefs are eas-
ily addressed. It would not be advisable to use this type of

technique to try to obtain knowledge for a modelling lan-
guage that required subconscious elements of reasoning, as
subject matter experts generally do not have ready access to
this type of knowledge. As such, they are not reliable sources
for this type of knowledge, and it should be obtained from
other sources.

Consider the fragment of interview below:

Subject: ...hearing doors open is a good one, or
hearing lifts activate. Like for instance if you’re
up the top on that level you can hear the lift
coming before it gets there, so...
Interviewer: Right, so you’re ready to shoot at
them?
Subject: As soon as you hear the lift activate,
you can start lobbing grenades into it.
...
Subject: One of the things that it’s common to
do on this level... and... a lot of other levels, is
to run across the lift, activate it so it comes up...
umm... people will start... lobbing grenades in.
Then if you’re quick enough you can actually run
around the corner and umm... beat the lift to
the top. And... shoot them as they’re lobbing
grenades into the lift.

This fragment gives information for the basis of two plans:
one to attack players in lifts, and another to trigger the lift
and sneak up behind the player who thinks there is someone
in the lift. It also highlights the way in which the subject
reasons about various objects, as shown in Figure 2. The
agent must have a relationship between a particular type of
sound and the location of lifts (elevators), and the lifts have
some attributes.

Figure 2: Working notes associated with previous
interview fragment.

4.5 Further Iterations
The analysis of interview data as described above served

both to construct the agents and to highlight the gaps that
needed to be filled. For example, follow-up questions to the
above included things such as

• “You said you used sounds like doors opening and lifts
activating. Which other sounds do you pay attention
to?”

• “With your trick of activating a lift and then trying to
run around and surprise a person lobbing grenades in,
do you just assume that there will be someone there,
or do you use other information to decide when/if to
do this?”
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• “If there was more than one route that would get you
to the top of the lift in time, how would you decide
which one to use?”

4.6 Knowing When to Stop
These two steps of detailed interviews followed by anal-

ysis which in turn generates further questions must be re-
peated until sufficient data has been gathered to construct
a model. How then should the interviewer recognise that
sufficient data has been obtained? In the example here, the
models connect to the Quake 2 engine in the same way that
a player’s client software would. This meant that the mod-
els needed to generate actions at the level of keystrokes and
mouse clicks and movements. However subjects do not natu-
rally express their behaviour and reasoning in such low-level
terms, nor is it appropriate to expect them to do so. Thus
it was necessary to determine the lowest level in which the
subjects naturally referred to actions and beliefs and build
a bridge in the model between this point and the low level
actions that could be performed.

The lowest level in which the subjects naturally expressed
actions was that used in expressions such as “fire into the
lift shaft” or “move to the doorway.” Below this level, the
actions taken were part of an action-feedback loop, where
constant adjustments to movement were made with mouse
or keyboard based on the visual feedback from the game,
but the subjects did not consciously think about it. This
gap between the level at which the players described their
behaviour and the level at which the engine accepted input
was addressed using an extension similar to that presented
in [9].

Finally it must be noted that It is important to follow
through all avenues of questioning with each subject, even
when they appear to be saying the same thing. In the exam-
ple presented here, the subjects were sometimes using the
same expressions to mean quite different things. Take for
example the idea of “sufficient” health to keep fighting:

First subject: ...basically I try to keep my health
above sixty percent, roughly sixty percent.

Second subject: ...I think it’d be probably around
twenty-five percent health [that I would run away
from a fight]

Obviously the subjects had very different ideas about when
to quit a fight. If it had been assumed that “low health” (in
terms of the time to run away from a fight) was the same
for both subjects, one of the models would have been quite
inaccurate.

5. DISCUSSION
The methodology described above is suitable for elicit-

ing knowledge from subject matter experts in order to build
BDI-based models of human behaviour. It has been demon-
strated with the development of two models of Quake 2
players, and has been applied to other modelling problems.
Gathering the knowledge required for complex models of hu-
man behaviour will never be a trivial task, but this method-
ology at least provides a systematic approach.

The approach assumes that subject matter experts will
be the primary source of knowledge for the models, with
additional sources as needed to bridge the gap between the
knowledge that the SMEs are capable of supplying and what

is required by the modelling environment. Bridging this gap
can be a difficult task in itself, but it is important to realise
what the limits of the SMEs’ knowledge are, and access other
sources (such as [1]) for the knowledge required to fill this
gap.

The iterative nature of the interview-analyse-design pro-
cess may be regarded as an expensive approach, but careful
preparation can minimise the number of iterations required.
In particular, it is important for the interviewer to be able to
‘speak the same language’ as the experts yet not be biased
by his/her own biases.
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