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ABSTRACT
In this paper we report results of an extensive evaluation of
people’s ability to reproduce the strategies they use in sim-
ple real-life settings. Having the ability to reliably capture
people’s strategies in different environments is highly desir-
able in Multi-Agent Systems (MAS). However, as trivial and
daily as these strategies are, the process is not straightfor-
ward and people often have a different belief of how they act.
We describe our experiments in this area, based on the par-
ticipation of a pool of subjects in four different games with
variable complexity and characteristics. The main measure
used for determining the closeness between the two types
of strategies used is the level of similarity between the ac-
tions taken by the participants and those taken by agents
they programmed in identical world states. Our results indi-
cate that generally people have the ability to reproduce their
game strategies for the class of games we consider. However,
this process should be handled carefully as some individu-
als tend to exhibit a behavior different from the one they
program into their agents. The paper evaluates one possible
method for enhancing the process of strategy reproduction.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Artificial Intelligence—
Distributed Artificial Intelligence

General Terms
Human Factors, Experimentation

Keywords
large-scale MAS, strategic behavior, human behavior

1. INTRODUCTION
Modeling individuals and reliably capturing their behav-

ior is a major challenge in AI [12]. In particular, the need

∗This work was supported in part by NSF under grant
#IS0705587 and ISF under grant #1357/07
†Sarit Kraus is also affiliated with the University of Mary-
land Institute of Advanced Computer Studies.

Cite as: Programming Agents as a Means of Capturing Self-Strategy,
Michal Chalamish, David Sarne and Sarit Kraus, Proc. of 7th Int.
Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2008), Padgham, Parkes, Müller and Parsons (eds.), May, 12-16.,

Copyright c© 2008, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

to reproduce strategic behavior of individuals is inherent in
the design of simulation systems in which the modeled indi-
viduals are not-necessarily cooperative or are completely self
interested (i.e., having different objectives, or are unreliable
[7]). In recent years we have witnessed a substantial increase
in the use of autonomous agents in medium and large-scale
simulation systems. This is mainly due to the advantage
of representing people and complex objects by agents that
can interact among themselves and scale [21]. Indeed, the
key challenge in these systems remains, as noted by many re-
searchers, the complexity of modeling people’s behavior [14].
Here, the use of traditional methods for modeling individual
behaviors by domain experts (e.g. [17, 11, 19]) has turned
out to be problematic. Problems arise usually in scenarios
where the agents are expected to exhibit human behavior,
while the strategies embedded in these agents were derived
from real data collected under dissimilar settings. Further-
more, it is very difficult to use historical data to capture
the different variations exhibited in people’s behavior. In
particular it is difficult to capture variations resulting from
the way people are affected by the behavior of others, as
both the environment and the number of other agents they
operate alongside change.

Unlike computer agents (that are usually rational and sig-
nificantly less bounded computationally), people can not be
trusted to exhibit the equilibrium or any other logical ex-
pected behavior [15]. An example of the above difficulty
can be found in the traffic simulation domain where many
of the simulation tools that were developed and implemented
in recent years have been found to have problems in their ac-
curacy of representing the traffic flow [5]. Similarly, we note
the evacuation and disaster recovery domains, where many
attempts have been made to develop crowd simulators [13,
6]. Nevertheless, as evidenced in literature, people’s behav-
ior in these domains (regardless of being fully or partially
self-interested) cannot be fully captured by a simple numer-
ical analysis of inputs such as the positions of people and
structures. Instead, one has to recognize that a person’s be-
havior can be affected by a large set of social (e.g., leadership
[13]), psychological and physiological [6] factors.

One option to resolve this problem is to extract behaviors
directly from people [3, 8, 2]. This unique approach to the
problem relies on a Multi-Agent based simulation in which
each participating agent is pre-programmed by a different
person, in a distributed manner, capturing her strategy to
be exhibited in scenarios similar to those that need to be
simulated [2]. Thus, a significant number of simulated indi-
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viduals can be generated, each equipped with behaviors that
reliably clone the behavior of an individual in the simulated
system. The advantages of this approach are numerous: the
agents’ strategy creation can now be distributed to a large
group of people and a large set of strategies can be obtained,
in a cost-effective manner, sufficiently representing the simu-
lated population, and scaled-up as needed by simply creating
more instances of each agent type/strategy.

Nevertheless, while the latter method enables the creation
of a wide range of strategies, there is no guarantee that the
strategies reported (and programmed) by people are actu-
ally a reliable reflection of their ”real-life” strategy. In case
of a significant deviation between the two, the use of pro-
grammed strategies will lead to non-credible results. As we
describe in the related work section (Section 6), there are
many evidences in the literature for discrepancies between
people’s actual behavior and the way they report it. Con-
sequently, prior to delegating the task of programming the
agents’ strategies to people, one needs to attain a good es-
timation of how accurate people are in extracting their own
strategies (and programming them into a computer agent)
in the domains under question. Furthermore, if there is a
gap between the way people act and their stated strategies,
then there is a great incentive to evaluate tools and method-
ologies which will bridge this gap.

In this paper we attempt to empirically evaluate the abil-
ity of people to extract and reproduce their exhibited strate-
gies in a class of games (i.e., environments) with a moder-
ate level of complexity. Specifically, the environments we
consider are characterized by a sequence of decision points,
each having a limited set of options from which the user may
choose, with an outcome depending on the outcomes of for-
mer decision points or external events that occurred till the
current stage of the game. Still, none of the games under
consideration can be solved computationally (in real-time as
the game is played) by the person playing it. This class of
environments includes many tasks that users often face on a
daily basis or are likely to be familiar with the situation and
its possible set of actions (e.g., searching to buy a product,
searching for a parking space in a parking lot, playing card
games, deciding what lines to join at Disneyland, deciding
on a route to follow in evacuation scenarios1).

For this purpose we designed four different games (differ-
ing both in their complexity and their strategy characteris-
tics), representing common tasks that most users have ex-
perienced before and are most likely to be familiar with. We
compare the actions taken by participants in thousands of
game sessions of these types with the actions of agents pro-
grammed by the participants for these games. This method-
ology allows us to empirically learn about the nature of the
differences between the strategies people actually use and
the strategies they embed into their agents for this class of
environments. In addition to using the large-scale evaluation
scenario in order to understand how close we are to being
able to rely on people to capture their strategies, we attempt
to evaluate the usefulness of a possible approach to enhance
their ability. The approach suggests an iterative process in
which participants are able to see the differences between
the performance of the agents they have programmed and

1Excluding complex evacuation environments. A typical
evacuation scenario relating to the class of problems under
consideration would be getting off a plane with several exits,
etc.

the behaviors they have exhibited in the experiments.
The remainder of this paper is organized as follows. Im-

portant concepts and definitions relating to measuring the
similarity between people and their agents are given in Sec-
tion 2. The description of the games used in our experiments
is detailed in Section 3. Section 4 presents our methodology
and experimental settings. The results are analyzed in Sec-
tion 5. Related work is reviewed in Section 6. We conclude
with a discussion and directions for future research (Section
7).

2. STRATEGIES AND DECISION POINTS
As described in the introduction, the games we consider

are based on decision points. A decision point is a stage in
the game where the player is required to choose an action
to be taken. We define a person’s or an agent’s behavior as
a sequence of actions taken during a single game session.

The term strategy, in this context, refers to some general
form of action used by a player in a game to achieve her
goal (e.g., to win or maximize a score). Formally, let A =
{a1, a2, · · · , an} be the set of actions a person or an agent
can take at any decision point in the game and let DP =
{dp1, dp2, · · · , dpm} be the set of all the decision points in
the game. Strategy S is the function S : DP → A, which
chooses the specific action to be taken at each decision point.
Note that A might include actions which are not valid in
some of the decision points.

We use the function Closeness(Person,Agent) to measure
the closeness (i.e., the similarity level) between the behavior
displayed by a Person and an Agent. A higher value for
closeness means more similarity between the behaviors.

The term clone agents is used in order to describe artifi-
cial agents that can be trusted to behave according to some
human being’s strategy in a certain environment. That is,
the closer the behavior of the clone agent to the behavior of
a real person the better the clone agent. The research uses
games in order to evaluate the reliability of agents. The
data we are interested in is the distance, or rather, the level
of closeness, between the actions taken by a person and her
agent at the same decision point.

3. DESCRIPTION OF THE GAMES
In this section we detail the four games used for our ex-

perimental setting.
The Black Jack game (BJ). This game follows the

rules of the classic Black Jack game. The player is dealt
two cards facing up and is then offered the opportunity to
take more. The dealer is dealt one faced card up and one
down. The hand with the highest total wins as long as it
does not exceed 21. Specifically, in our implementation, the
dealer must hit until he has at least 17, regardless of what
the player has. The player wins if she accumulates a hand
which does not exceed 21 as long as the hand is higher than
the dealer’s hand or the dealer has exceeded 21. The same
deck of cards is used until all the cards are dealt, then a new
deck is shuffled. The player’s goal is to win the game, as no
stakes were involved in the game.

From the strategic point of view, this game is character-
ized by an opponent, though this opponent does not need to
be modeled (its strategy is known). The decision space for
the player is: Hit or Stand. The game involves uncertainty
induced by the cards being dealt. The relative complexity
of the game is derived from the fact that each game session
affects the next: cards dealt can not be re-dealt (until the
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deck is re-shuffled) and it is difficult for the average per-
son to calculate probabilities for the different cards based
on the flow of the game. The optimal strategy for winning
is counting the drawn cards and calculating the probabil-
ities of drawing the remaining cards. The similarity level
between people and the agents playing on their behalf can
be measured based on the number of similar decisions, to
Hit or Stand, made by both in each round of the game.

The Cost Search game (CS). In this game, the player
is instructed to travel between stores in order to buy a com-
modity (a Television). Upon arriving at a new store, the
player observes the posted price of the product. All prices
are drawn from a normal distribution function with a mean
and standard deviation known to the user. The player needs
to decide when to stop its search and which store to go
back to in order to buy the product (upon terminating the
search). The search process is characterized by a finite de-
cision horizon, i.e., the player must purchase the product
before a pre-known deadline is exceeded. Visiting a new
store entails a fixed amount of time (thus at each step the
decision horizon can be translated into the maximum num-
ber of new stores that can be visited). In addition, the player
incurs a cost for her time which is represented by the loss of
income (e.g., the hourly salary that could have been earned
instead of searching). The goal of the player is to minimize
the overall cost of the process (the sum of the product cost
and the aggregated alternative cost along the search).

From the strategic point of view, the game is played under
a time constraint rather than against an opponent. Solving
the game theoretically in order to extract the optimal search
strategy can be done using an instance of Pandora’s prob-
lem [20] resulting in a stationary threshold below which the
search should be terminated. The uncertainty in the game
relates to prices. The decision space for the player is simple:
Continue the search or Stop and buy at the cheapest store
visited. The similarity level between people and the agents
playing on their behalf can be measured based on the num-
ber of similar decisions, to Continue or Stop, made by both
in each game session.

The Repeated Lottery game (RL) [4, 22]. In the Re-
peated Lottery game the player is initially allotted a budget
($100). In each round the player needs to decide the amount
of money she wishes to bet on from the current budget. Once
the bet is set, the player wins with a 0.6 probability (in which
case, the bet is added to her current sum) or loses with a
0.4 probability (in which case, the bet is reduced from her
current sum). Each session is played for a maximum of ten
betting rounds, or until the player has lost all her money.
The goal of the player is to maximize the amount of money
she has at the end of the session.

From the strategic point of view, the game does not in-
clude an opponent but relies on luck. The space of actions
available for the player at each game step is continuous (the
amount to bet) and relies on her performance in former
rounds of the game (i.e., the amount of money earned up
until the current point). Since the probabilities for winning
and losing do not change along the game and the expected
benefit of every bet is positive, the optimal betting strategy
is to always bet the entire budget. Due to the continuous
nature of the bet, the measure for similarity between people
and their agents’ actions should be based on an interval (e.g.,
betting the same amount up to a deviation of percentage α
from the amount of money they currently have).

The Parking game (Park) [2]. In this game the player
is instructed to park a car in a dynamic parking lot where
cars are continually entering and exiting. The parking lot
has 4 Entrance-Exit points as well as six rows of parking
spaces, each with 70 aligned parking spaces, and one row
aligned with 35 spaces. That is, a total of 455 available park-
ing spaces. Traffic lanes have specific traffic direction(s). A
front door located at one of the sides serves as a sole foot
entrance/exit point. Foot traffic may proceed in either di-
rection but both vehicle and foot traffic are restricted to
the traffic lanes. The player is a single driver entering the
parking lot, while other drivers are also looking for parking
spaces. During all stages of the game, the player has limited
visibility of other drivers and the available parking spaces
in her vicinity. Before the game starts the player is asked
to define her cost function for each parking space in terms
of the importance between search time, distance from foot
exit and distance from car exit. The goal of the player is
to park in an available parking space while minimizing her
individual cost function.

From the strategic point of view, in this game the player
is affected by opponents (other drivers) operating in her en-
vironment. The complexity of the game is derived primarily
from the limited visibility, but also from the existence of
other drivers in the environment. There is complete uncer-
tainty relating to the arrival and exit of cars to/from the
parking lot. An optimal solution for this problem is unavail-
able due to both its complexity and the different cost func-
tions representing different people with different concepts of
optimality. At every time step the set of actions available to
the player includes: going up/down/right/left (if direction
rules allow), parking in an adjunct free space or waiting in
place. The similarity between a person and her agent can
be measured by comparing the actions taken at the same
decision points.

4. METHODOLOGY AND EXPERIMENTAL
SETTING

We programmed each of the four games described in sec-
tion 3 using a client-server architecture. Clients had two
forms: a GUI-based client and an agent-based client. The
agent-based client was a skeleton agent2, having all the nec-
essary server-communication functionality (i.e., for playing
the game), and lacking only the strategy layer of its imple-
mentation. All participants took part in experimenting all
four games. This enabled us to analyze our results across-
games and across-players. Participants were divided into
two separate groups denoted ”Clone” and ”Optimize”, and
received instructions throughout the experiment based on
the group to which they belong. The experiment was com-
posed of four phases. Each phase related to all four games
and was performed by all participants in parallel. The tran-
sition between phases was done only after all participants
completed their task of the current phase in all four games.
Instructions were given in a consecutive manner, where the
instructions for each phase were given at the beginning of the
phase. The remainder of this section describes the different
experiment phases and gives the rationale for the experi-
mental design used.

2A skeleton agent is equipped with a complete set of func-
tionalities required for a client in the system and supplies a
rich, well-defined API for adding the agent’s strategy. [2]
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In the first phase (”Phase I”) participants were requested
to thoroughly review the game rules. Then, they were in-
structed to ”practice” playing each game, until the following
two conditions were met: (a) participant feels confident in
understanding the game rules, its flow and its potential out-
comes; and (b) participant feels confident in having an es-
tablished game strategy for the game. While all four games
were based on relatively ”daily”or ”highly known”tasks that
most participants reported to have experienced before, no
exceptions were made in the intensity of the training at this
phase. This was used as a precautionary measure to ensure
that participants beginning ”Phase II” of the experiments
were fully trained and had experienced each game.

In the second phase (”Phase II”) participants were asked
to play at least 20 sessions of each game. All actions in the
games played were logged into files. Then (”Phase III”), par-
ticipants received the agent-based clients and were requested
to develop their strategy layer. Participants of group ”Clone”
were instructed to have their agent act as closely as possible
to the way they played themselves in ”Phase II”of the exper-
iment.3 Participants of group ”Optimize” were instructed
to design a strategy layer that will maximize the agent’s
performance in the game. None of the participants at this
phase had access to the log files of their ”Phase II” games.
Participants from group ”Clone” were told they will be eval-
uated based on the similarity between the way their agent
acts in future games and the way they acted in the games
they played as part of ”Phase II”. Participants from group
”Optimize” were told they will be evaluated based on the
performance of their agents in the games. In addition to the
agents themselves, the deliverables in this phase included a
written explanation of the strategy used for each agent in
each game.

In order for the agents to face the same decision points as
their programmers, we used the log files that were produced
in ”Phase II”. For example, the BJ ”Clone” agent (and the
dealer) were dealt the same cards as in each of the original
rounds the agent’s programmer participated. If the agent
drew more cards than the person then the extra cards were
randomly drawn from the remaining deck and re-inserted
into the deck once the current session ended. Similarly,
under-drawn cards were removed from the deck when the
session ended, so that the next session began with an accu-
rate reflection of the cards that were in the deck when the
participant played her game. The agent was notified at the
end of each session of the additional cards that were taken
out or brought back to the deck in this session. In this man-
ner we made sure that we recorded the actions of each agent
at the exact same decision points the player faced in her
games (for comparison purposes).

In a similar manner, in the CS game, the prices drawn
for the product in each store when the agent played were
actually taken from the log-files stored when the person who
designed it played. Additional stored visits returned prices
drawn from the distribution function used. In the cases of

3While seemingly a person tries to maximize her perfor-
mance in real life, there is a difference between instructing a
person to design an agent that acts like her and instructing
her to design an agent that maximizes payoff. This is be-
cause the computer agent can make use of capabilities that
often people do not have. Therefore the instructions given
to the participants in this group were to design an agent
that acts like them.

RL and Park, the situation is a bit more complex since the
action taken in one decision point can affect the rest of the
same session. That is, a decision to turn left instead of right
or to bet $75 rather than $5 affects the comparison at the
next decision points. To overcome this problem we gave the
agent the opportunity to make its decision and after it was
made, we forced the agent to act according to the action
taken by the player at that decision point. This way, the
comparison was made for each specific decision point under
the same settings.

Before simulating the agents we reviewed their design and
implementation. If an agent was found to be using ran-
domization as a characteristic of its strategy (e.g., randomly
choosing between two values to bet on in RL) it was executed
100 times (rather than once) for each session played by the
person and the comparison metric was averaged. This was
done since in case of random behavior, a single execution
does not provide sufficient data regarding the closeness be-
tween the agent’s and player’s behaviors. The same method
was used for all the agents in BJ and CS, since randomiza-
tion was also used if an agent drew more cards or visited
more stores than the player did.

Finally (”Phase IV”), participants from group ”Clone”were
asked to identify complementary tools or data they believed
could have improved the performance of their agents (in
terms of the observed similarity to their played strategy).
Based on the responses received, participants were offered
the log files collected as part of ”Phase II” and to re-submit
their agent. This was done in order to evaluate the effec-
tiveness of viewing their own behavior as a means of en-
hancing the ability to capture one’s real-life strategies. The
new agents received were tested and evaluated based on the
same procedure described above for the agents developed
in ”Phase III”. The code of all the agents received in this
phase were manually reviewed to prevent log-based imple-
mentation (i.e., referring to specific world states observed in
the log file).

For each action taken by the player, a binary measure of
similarity was used. In BJ’s case, the decision was tagged
identical if both the player and the agent decided to Hit
or Stand at the same decision point (and otherwise it was
tagged as different). If the player drew more cards than the
agent, we considered the number of matching Hits and the
final Stand to be identical decisions since we could be sure
the agent would have chosen to stand if it was put in the
same decision point where the player decided to stand. The
number of unmatched Hits was considered as different deci-
sions. Similarity in CS was measured in the same manner.

In the RL game, an action was tagged as identical if the
bet made by the agent did not deviate by more than 20%
from the participant’s bet at each decision point.4 For the
Parking game, an action was considered to be identical only
if it was taken by both the agent and the participant in a
similar given setting. For all four games, the ratio between
identical and overall number of actions was calculated for
each session averaged over all sessions and used as the close-
ness measure.

At the end of the experiment, participants were requested
to fill-in a detailed questionnaire that attempted to eval-

4Due to the continuous nature of bets we had to use an
interval. The 20% range was set arbitrarily. Obviously a
greater percentage would have resulted in greater similarity
and vice versa.
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uate their initial familiarity with the different games, the
programming load of developing the agents, the length of
time the assignment actually took and various other aspects
relating to the execution of the experiment.

Overall, 41 senior computer science undergraduates par-
ticipated in our experiments, resulting in a total of 164
strategies/agents that were analyzed. The task was a part of
an agent writing workshop (at Bar-Ilan University), where
students were graded according to the performance measure
defined for their agents. Out of the 41 participants 27 be-
longed to the ”Clone” group and the remaining 14 were as-
signed to the ”Optimize” group, serving as a control group.
Since this research focuses on the ”Clone” group, the partic-
ipants were divided by a ratio of 1:2.

5. RESULTS AND ANALYSIS
Naturally, this paper’s interest is in the performance of

the participants belonging to the ”Clone” group. We be-
gin by introducing a brief summary of our analysis of the
strategies used. Then we introduce the main results of our
analysis concerning the ability of participants to clone their
exhibited strategies. Finally, we report our results relating
to the closeness achieved by the participants who chose to
resubmit a revised agent based on observing the log files of
the games they and their agents played.

Since some of the participants played more than 20 rounds
in some of the games, the analysis presented takes into con-
sideration the first 20 rounds of each game played by each
participant.

5.1 Games and Strategies
Our analysis is based on the comparison of the actions of

the 41 participants and the actions of their agents in similar
world states (a total of 4012 rounds were played and logged
during our experiments).

Based on the strategy design documents handed out by
the participants as part of ”Phase III” of the experiment
and from manually reviewing the code handed out by each
participant, we learned that all the designed strategies were
general rather than case-based. Furthermore, based on the
strategy design documents we extracted a list of strategy
characteristics that were used in each game. While this list
has many uses (e.g., for learning the complexity and rich-
ness of the strategies applicable for each game) our interest
mainly involves characterizing individual strategies. Having
the specific characteristics of each strategy enables us to drill
down in our analysis and better understand why some peo-
ple failed to accurately capture their game strategies. The
main characteristics used in the different games were:

BJ: (1) threshold based, (2) dealer consideration, (3) rely-
ing on history of cards (including deck re-shuffling) and (4)
randomized elements.

CS: (1) product price based, (2) passing time based, (3)
predefined number of stores and (4) randomized elements.

RL: (1) predefined bets, (2) randomized elements, (3) re-
lying on results of former betting, (4) threshold based bets
and (5) never bet total current budget.

Park: (1) park in the first vacant space found, (2) park
close to foot exit, (3) park in best located vacant space,
(4) use randomization, (5) remember history, (6) predefined
route, (7) park further away as time goes by, (8) change
course if waiting too long and (9) willing to wait in place.

5.2 Closeness Performance
Table 1 presents the average closeness level of the agents

programmed by participants of each group (”Optimize” and
”Clone”) in ”Phase III” (before supplying the log files) in
comparison to the games played by the participants them-
selves in ”Phase II”. From Table 1 we can see that while
in some of the games the participants managed to capture
their strategy in a relatively accurate measure (e.g., BJ and
Park), in others the closeness measure yielded a relatively
poor performance. Obviously a 100% similarity level is not
expected for two main reasons. First, people’s strategy al-
ways involves some ”noise” (e.g., failing to remember the
store with the lowest price (CS) or miscalculating the per-
centage of the amount of money currently at hand (RL)).
Second, whenever randomization is used, in the absence of a
method to observe thousands of games played by each par-
ticipant, some discrepancy is most likely to occur.

The difference between the performance of the ”Clone”
and ”Optimize” groups was tested for statistical significance
by applying the statistical T-test. It proved to be significant
(p<0.001) in RL and non-statistically significant in BJ and
CS.

In Park, significance (p<0.005) was found in favor of the
”Optimize” group. This seems confusing, since on average
the ”Optimize” agents managed to perform more closely to
the way their programmers acted. Nevertheless, a tighter
analysis of the data in this game reveals that very few agents
significantly influenced the average (see below a more de-
tailed discussion). If, for example, only participants per-
forming above the 50% threshold are taken into considera-
tion, then the closeness measure of the ”Clone” and ”Opti-
mize” agents in the Parking game obtain a similar value.

Agent Type BJ CS RL Park
Clone 0.78 0.7 0.52 0.77
Optimize 0.75 0.69 0.41 0.82
Relative Difference 3.45% 0.6% 20.07% -5.5%
Correlation 0.83 0.79 0.80 0.88

Table 1: Average closeness and strategy charac-
teristics correlation between ”Optimize” agents and
”Clone” agents, per game.

As can be seen in the third row of Table 1 the relative
difference between the closeness measure of the two groups
varies. A possible explanation for this is that each game
is associated with a different complexity, affecting the ad-
ditional use of the agent’s extended memory and computa-
tional power in its strategy. We emphasize that the game
complexity discussed here is the complexity of the game for
people rather than the computational complexity of the the-
oretical optimal strategy (the one maximizing the expected
score in the game). This is nicely illustrated by the RL
game. In this game, the theoretical optimal strategy is al-
ways to bet all the money the player has (due to the positive
expected value of the basic lottery in each round). However,
few of the participants in the ”Optimize” group used this
strategy (most participants actually constrained their agent
not to bet all of the money in any given game phase).

Analyzing the different strategies based on the set of char-
acteristics reported in the previous subsection, we obtain
further results that complement the above findings. The
last row in table 1 presents the correlation between the av-
erage use of each different strategy characteristic in the two
groups. As can be seen from the results, the highest correla-
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tion was obtained in the Park game (possibly explaining the
relative similarity in the closeness of agents programmed by
participants from the two groups).

Overall the average closeness obtained by the ”Clone”group
was 69%. Nevertheless, a closer look at the specific closeness
achieved in the different games reveals that a small portion
of the population is responsible for most of the degrada-
tion in the average closeness. Table 2 demonstrates this
phenomenon, detailing the percentage of participants that
achieved a closeness score greater than the different thresh-
olds given in its first column. From the table, we can see how
the ”bad strategy producers”affect the results. For example,
excluding the participants (15%) that scored below a 50%
closeness in Park results in a new similarity value of 0.85 (in
comparison to 0.77). Generally, we can see that a relatively
large portion of the population managed to achieve a close-
ness greater than 0.5, where the average similarity for this
portion ranges between 0.74-0.85 (game-dependent).

BJ CS RL Park
closeness≥ 0.5 92% 89% 44% 85%
avg closeness 0.81 0.74 0.77 0.85
closeness≥ 0.6 92% 74% 37% 85%
avg closeness 0.81 0.77 0.81 0.85
closeness≥ 0.7 73% 52% 33% 85%
avg closeness 0.85 0.81 0.83 0.85
closeness≥ 0.8 62% 30% 22% 70%
avg closeness 0.87 0.85 0.87 0.88
closeness≥ 0.9 19% 4% 7% 26%
avg closeness 0.95 0.94 0.92 0.92

Table 2: The percentage and average closeness of
participants that managed to achieve different levels
of similarity.

An additional validation was performed aiming to ensure
that the design of the agents programmed by the ”Clone”
group was not affected by a subconscious tendency to opti-
mize performance. For this purpose, we compared the game
performance (i.e., the actual score achieved) in the games
played by the agents versus the games played by the people
who programmed them (in the ”Clone”group). The analysis
did not reveal any significant dominance of the agents’ per-
formance (game score) over the participants’ performance.

As depicted in Table 2, there is a segment of the pop-
ulation (per each game) that cannot translate its strategy
patterns into structured strategies which can be embedded
in agents for various reasons. Consequently, the rest of the
analysis focuses on understanding what characterizes people
from the latter segment and how they can be identified.

Since the average closeness is different in the different
games we used ranking to normalize the data. For each game
all agents were sorted according to their closeness value and
assigned an integer number between 1 and 27 (the agent
with the highest closeness value was ranked 1).

While different participants were ranked in different po-
sitions in different games, we were interested in finding ev-
idence of the existence of people who are generally better
than others in capturing their strategies. Table 3 shows for
each game the average ranking in the other three games of
its five top ranked participants. For example, the top 5
ranked participants in BJ were averagely ranked 15 based

on their closeness measures in the other three games. The
table also provides the range (i.e., min,max) of the closeness
ranking obtained by the top 5 ranked participants in each
game. For example, the rankings in the other three games
of the 5 top ranked participants in BJ varied between 5 and
26. From the table we learn that there is no group of people
who are generally better than others in capturing their own
strategies. The people who did best in one game did not
replicate this achievement in the other games, and in many
cases were ranked in the lower portion of the scale.

BJ CS RL Park
Average ranking in other games 15 16 12 12
Range of Ranking 5-26 2-27 2-27 1-24

Table 3: Ranking in other games of the top 5 par-
ticipants in each game

Lastly, based on the analysis of the questionnaires, we
attempted to understand how a participant’s reported esti-
mations of the closeness of her agent and her strategy com-
pleteness would predict her performance in producing clone
agents. The first row in Table 4 presents the correlation co-
efficient between the participants’ estimations of the results
of their agents and the actual results obtained (per game).
The second row in this table, details the average ranking of
people who reported their strategy as complete and mature
when they started playing in ”Phase II” versus the average
of those who reported their strategy as not fully established.

BJ CS RL Park
Performance
prediction 27% -9.5% 5.8% 6%
Strategy
completeness 11 / 16.6 / 14.4 / 9.3 /
(partial / full) 14.5 12.85 15.7 14.43

Table 4: A person’s reported closeness prediction
and level of understanding of the game as a predictor
of closeness.

As portrayed in the table, people’s prediction of the close-
ness performance of their agent cannot be used as a general
predictor. As for a person’s strategy completeness, from an
analysis of the questionnaires we found that on average (per
game) 10 people reported some level of incompleteness in
their strategy. This was despite our thorough preparation
phase and practice games that were defined in the experi-
mental design. Nevertheless, as evident from Table 4, there
is no consistency or significant difference in the ranking of
the two groups. Even when a person tends to believe her
strategy is not fully established, her ability to reproduce her
strategy is of the same level as that of people who believe
their strategy is fully established.

Overall, the results strengthen our findings that people
can reasonably capture their strategies in the class of games
we investigated.

5.3 Enhancing Closeness by Supplying Infor-
mation

As described in the previous section, in an attempt to
improve participants’ ability to better capture their game
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strategy, we allowed them (in ”Phase IV”) to make use of
the log files of their games (played by themselves and by
their agents) in order to review their strategy. This stage
was optional, and of 27 participants, 7 decided to fine tune
the strategy layer of their BJ agent, 13 in CS, 16 in RL and
7 in Park. The first two rows in Table 5 present a com-
parison between the average closeness of these participants
(per game) in their two agent versions. As depicted in the
table, by viewing the discrepancies between their own and
their agent’s actions, participants did manage to improve the
closeness between their behavior and their agents’ behavior
in all 4 games.5

BJ CS RL Park
Closeness Phase III
(improvers) 0.74 0.658 0.5 0.76
Closeness Phase IV
(improvers) 0.76 0.659 0.58 0.83
Avg rank of impr. 14.4 16.7 14.2 17.43
Avg rank of non-impr. 13.2 11.5 13.7 12.8

Table 5: Average closeness and ranking of the par-
ticipants who chose to try and improve their agents.

Testing for significance between the improvers’ perfor-
mance in phases III and IV while using the paired t-test
shows significance for both RL (p<0.001) and Park (p<0.001).
However, the significance between the ”Clone” and ”Op-
timize” groups’ performances in Park remains significant
(p<0.001) in favor of the ”Optimize” group, even when the
improved cloned agents are taken into consideration.

It is worth noting that despite the fact that participants
were not aware of their relative ranking in the experiment
(i.e., the level of similarity their agents exhibited in com-
parison to other agents) those who had lower ranks decided
to improve their agents based on the new information dis-
closed. While this might seem obvious, one must keep in
mind that given the results presented in the last two rows
of Table 5 all agents had room for improvement.

Another interesting finding relates to participants who
used randomization in their strategies: 70% of the partic-
ipants who resubmitted their agents used randomization in
their strategy. Thus, in comparison to their relatively small
portion in the general population (28% in ”Phase III”), this
might suggest that the method is beneficial in particular for
people who use randomization in their strategies.

5.4 Building the Agents
Following the completion of the experiment each partic-

ipant was asked to answer a questionnaire. Due to space
limitation, we report the answers to two questions which
are of special interest in this context. The first question
concerns the tendency of participants to play differently in
phase II if they would have known the assignment in phase
III in advance. Only 11% of participants reported that they
would have played differently in this case. This relatively low
percentage may suggest that people are confident with their
strategies and in their ability to capture them. The second
question concerns the participants’ opinion regarding the
ability of people to capture their strategies and write clone

5As described in section 5.1, all agents’ strategy layers were
manually checked in order to make sure none of the enhance-
ments related to specific cases.

agents. Here, again, only 11% of participants responded
negatively.

6. RELATED WORK
As discussed in the introduction, the need to capture in-

dividual behaviors often arises in the design of agent-based
environments (e.g., simulation systems [21]). Here, we can
find various implementation methods for modeling individu-
als’ behaviors, e.g., using statistical data [17], pre-specifying
agents’ roles using a set of parameters according to which
the agents act [11], or using a combination of rules and fi-
nite state machines for controlling an agent’s behavior using
a layered approach [19]. The main difference between these
applications and our approach is that they all leave the task
of simulating the individual behaviors to the simulation de-
signer or domain experts. We, on the other hand, attempt
to extract behaviors directly (and reliably) from a represen-
tative portion of the population. Recent research suggests
methods by which an agent can learn behaviors from ob-
serving peoples’ games [16]. However, these methods require
substantial data which the agent does not often have.

Several works have used people to design agents that can
represent them in a MAS and act on their behalf. For ex-
ample, Kasba [3] is a virtual marketplace on the Web where
people create autonomous agents in order to buy and sell
goods on their behalf. Another example is the use of people
for programming agents under the decision-theoretic frame-
work of the Colored-Trails game [8]. Here, the agents had
to reason about other agents’ personalities in environments
in which agents are uncertain about each other’s resources.
Nevertheless, in these implementations no attempt has been
made to test how reliably these strategies represent the peo-
ple who programmed them.

Evidence of discrepancies between actual and reported be-
havior is a prevalent theme in research originating in other
various domains. In particular, metacognition research6 com-
monly emphasizes the limited extent to which people are
aware of the strategic ”policies” which guide their decision-
making behavior. For example, doctors were found to be-
lieve their treatment decisions are affected by various factors
that they do not, in fact, take into account when making
their decisions [9]. As a result, they state that they need
information which they do not actually use.

Other examples include: (a) Over-reporting of political
participation (roughly 25% of non-voters report of having
voted immediately after an election [1]) and (b) Contrasting
results between self-reported and performance-based levels
of physical limitations (there is weak to moderate associa-
tion between performance-based and self-reported measures
in motor functioning [10]). Many possible explanations have
been suggested for this phenomenon. For example, some re-
searchers believe that on top of the cognitive problem, social
desirability affects peoples’ answers as well [1], i.e., respon-
dents want to avoid looking bad in front of the interviewer.
Others, see socio-demographic variables, cognitive function-
ing, affective functioning and personality characteristics as
possible factors [10].

While the above works provide evidence of differences be-
tween reported behavior and actual behavior, they differ
from our work in reference to two aspects. First, our work
initially asserts that there are some inherent differences be-

6Metacognition is thought about thought, often character-
ized as ”self insight” [18].
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tween the two and focus on the attempt to measure the level
of difference. Second, the behaviors reported in earlier re-
search are generally simpler and do not apply to strategic
decision making of the type we investigate.

7. DISCUSSION, CONCLUSIONS AND FU-
TURE RESEARCH

As discussed in the introduction and in the related work
sections, there is a great challenge in developing a set of be-
haviors with enough variety and realism that can reliably
represent the richness of behaviors observed in real-life en-
vironments. The process of distributing the task of strategy
elicitation to the people whose strategies we are trying to
capture and embed in agents can significantly change the
way MAS are designed and built, in terms of cost, speed
and reliability.

This paper relates to a class of environments represented
by four games. The selected games share many characteris-
tics, yet each game emphasizes specific ones as discussed in
Section 3. Generalization to more complex games requires
further experimentation using the methodology presented in
this paper. Nonetheless, even in extremely complex environ-
ments the use of traditional learning mechanisms can benefit
from applying the proposed methodology as a preliminary
step.

The analysis presented in Section 5, suggests that gen-
erally, a large portion of the population is capable of cap-
turing their exhibited strategy for the class of environments
under question with a reasonable precision level. This is not
sufficient for generally declaring a simulation built on self-
programmed agents as a reliable reflection of the ”real-life”
environment. However, it is good evidence for the strength
of this approach if managed properly. Furthermore large-
scale experimentation is required in order to produce in-
sights that can help identify what can and cannot be used
to predict the success of a person in capturing her strategy.
In the current research we show evidence that a person’s own
evaluation of her strategy’s completeness and similarity per-
formance cannot be used as good predictor of her success in
capturing her own strategy. The results do show evidence of
the usefulness of an iterative process by which participants
observe the discrepancies between their exhibited and de-
clared actions as a means of improving the reliability of the
strategies produced.

These are the first steps in the long journey to under-
standing how people perceive their strategic behavior and
what means should be applied in order to help them elicit
their strategies. To the best of our knowledge, this is the
only large-scale attempt of this type made so far to measure
the ability of people to elicit their strategic behavior. Fu-
ture research should focus on testing additional/alternative
methods for enhancing participants’ ability to reliably cap-
ture their strategies.
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