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ABSTRACT

The paper formalizes a distributed approach to the probliesu-o
pervising the execution of a multi-agent plan where (pdg$iint)
actions are executed concurrently by a team of cooperagjagta
in a partially observable environment. The notions of plad a
agent diagnosis are introduced and discussed.
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1. INTRODUCTION

Thanks to the recent technological advances many comks ta
can now be solved in a distributed way by means of a Multi-Agen
System (MAS). The basic idea consists in decomposing a ampl
goal into sub-goals, each of which is assigned to an agethietei
software or robotic) of a team: the agents of the team cotpera
to reach a common global goal. However, as pointed out ing3],
MAS represents an effective solution in distributed prabkeolv-
ing only when the interactions involve just few agents anémthe
agents do not have to interact heavily.

In order to avoid (or at least to limit) the occurrence of hiaim
interactions while the agents accomplish their tasks, tent’
activities can be organized in a multi-agent plan (MAP). W3

number of approaches to the synthesis of MAPs have been pro-

posed (see e.g., [2, 5]), the synthesis of a MAP is just thesfiep

as the actual execution of a plan may be threatened [1] bydhe o
currence of unexpected events (e.g., faults in the funalites of
the agents); therefore the execution of the MAP needs to jpersu
vised to detect anomalous situations and to recover from.the
Some Model-Based solutions for supervising (monitoring e

Dealing with joint actions presents a number of issues: ditsil,
the agents need to synchronize themselves before stantrexe-
cution of a joint action. Moreover, the presence of joiniats in-
troduce further dependencies among the agents: a flaw ineant ag
could affect other agents which are cooperating with it mythe
execution of a joint action. This means that novel methagiel®
for the supervision and the recovery of a MAP must be devised.
In this paper we propose a framework for the supervision ef th
execution of a MAP: such a framework is sufficiently genecal t
deal with both simple actions executed by a single agentaind j
actions involving a number of cooperating agents. In paldic the
paper focuses on the problems of detecting as soon as potstbl
occurrence of anomalies in the execution of a MAP (e.g.pacti
failures) and of diagnosing these anomalies, i.e., progidi set
of possible explanations for these failures. Particulterdion is
devoted to the diagnostic task, which has to highlight ndy ¢me
possible explanations for the detected failures but eventhese
failures threaten the execution of the given MAP.

The paper is organized as follows: section 2 introduces tiaein
of a multi-agent plan (MAP), while section 3 addresses thimsa
sues related to the distributed execution of a MAP. In sastiband
5 we address the problems of monitoring and diagnosing theuex
tion of the MAP in a distributed way; finally in section 6 we neak
some concluding remarks.

2. MODELING THE MULTI-AGENT PLAN.

In this paper we focus on a specific class of MAS where the
agents in a teand work together to achieve a common ga@al
Since agents cooperate by exchanging services or by emgcuti

joint actions, there exist causal dependencies among thetias

they perform. In order to model the MAS in a way which high-
lights both the agents activities and the causal depeneeegist-
ing among them, we adopt the notion of Multi-Agent Plan (MAP)

agnosing) the execution of a MAP have been recently proposed Gohal plan. The notion of MAP has been formalized by Cox et

(see e.g., [10, 6, 7, 8]). These approaches, however, atdeuna
to deal withjoint actions (i.e., actions which require the coopera-
tion of more agents to achieve a goal that a single agent cumild
achieve). In many real cases, joint actions play a relewaletfor
accomplishing a given task; see for example the constmuctisk
scenario addressed in [9] where a number of robots coopfmate
assembling habitats on the surface of Mars (or Moon).
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al. in [4]. Briefly, given a tean¥ of agents, the MAP is the tuple
(A, E,CL,CC, NC) such that:A is the set of the action instances
the agents have to execute; each actias assigned to a specific
agent; of the team7 and it is modeled in terms of preconditions
and direct effectsF is a set of precedence links between actions;
CL is a set of causal links of the forin a % o'; the link states
that the actioru provides the actiom’ with the serviceg, where

q is an atom occurring in the preconditionsf finally, CC and
NC are respectively theoncurrency and non-concurrency sym-
metric relations over the action instancesAn in particular, the
pair {a, a’) in CC models a joint action whereas constraintMa
prevent the conflicts for accessing the resources; thisuvaent
to theconcurrency requirement introduced in [10].
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Figure 1: The MAP P to be supervised.
3. DISTRIBUTED PLAN EXECUTION Running Example. For illustrative purpose we will use a simple

During the distributed execution of the MAP the agents need t €xample from the blocks world. Let us consider three agéits
coordinate their activities to prevent the violation of tumstraints A2 and A3, that cooperate to move the bloB&, B2, B3 andB4
defined during the planning phase. We adopt a distributedrsup I the target locatiol whereB2 andB3 have to be put on the top
vision approach (similar to the one discussed in [10, 7]) rete of B1. Initially the four blocks are in the source locati8nWe dis-
plan P; is assigned to the agenbf the team; each agent performs ~an agent can handle one small block, whereas for handlinge la
a local control loop on the progress of the actions it has ezete block two agents have to join their efforts.
and communicate with other agents when required. The operatio_ns vv_ithin the source and target locations armmined
Local Plans. The decomposition can be easily done by selecting &S; at €ach time instant, only one block can be loaded/uetbad
from P all the actions an agentas to execute. Formally, the sub-  the same location; we assume that the given MARBoes not vio-

plan for agent is the tupleP,=( A;, E;, CL;, CC;,, NC; T{", late such a constraint. . .
TPty where: A;, E;, CL;, CC; andNC; are the same as iR re- Figure 1 shows a possible instance of a MAP which achieves
stricted to the actions the ageirthas to execute; whil@?™ (T:7“*) the target configuration of blocks. The ageA&sandA3 cooper-

ate for loading the large blodR1 (actionsLoadL( A2, B1) and

is a set of incoming (outgoing) causal links-> o’ wherea’
g (outgoing) = @ (@) LoadL( A3, B1) ), moving it to the target positiom (actions

belongs toA; anda (a’) is assigned to another ageinin the team. d 4 ition the block i
Coordination during plan execution. As concerns the plan exe- Move(A2, T) andMove( A3, T))and position the block il (ac-

cution, the time is assumed to be a discrete sequence ohissta tions Unl oadL( A2, B1) andUnl oadL(A2, Bl)). The agent

Actions are not scheduled in a rigid timetable as we assumie th A2 T}as alsoﬂ’;he task of moving the small bldaﬁ andkputtir_lg itd
an action is executed as soon as its preconditions are edtigfi- on the top ofBl (actionPnS( A2, B2, B1) ). The task assigne

though actions are modeled in terms of preconditions aretsf ~ ©© Al involves the transfer of small bloclkt andB3.
their execution may require more than one instant. The plan is a DAG whose nodes correspond to actions and edges

When an action is completed at timgthe agent receives a set can be precedence links (dashed), _causal Ii_nks_ (_solid) CLEO

of observationsbs: relevant for the status of agehitself. Al- rency anq hon-concurrency constralntsl (solid bidireticriges
though in general the observatioaks: are not sufficient for pre- labeled withC'C andN C refspectlvelly). Itis easy to see that agents
cisely inferring the status of agefitwe assume that they are suf- A2 andA3 exe_cu_te some JO'F“. actions (e.gs_s, 15)) to move the_
ficient to evaluate the outcomeugceeded or failure) of the last large quckBl in its .flnal pogltlon. Causal links are labeled with
action the agenthas executed. Coordination among agents can be the services an actl_on provnde_s to ?‘“Othef one: for exarﬁm’
achieved in an efficient way by exploiting the causal linkd #me causal link from actiori. to action3 is labeled W'.th thg service
concurrency or non-concurrency constraints defined in tweem | ©aded(Al, Bl). The dashed rectangles specify which actions

and maintained by each agent in the definition of its own dah-p are included in the sub-plans assigned to the three agents.

In the nominal plan execution, coordination is requiredtiree 4. MONITORING THE MAP EXECUTION

cases. First, when an ageras to provide a servicgto another

agentj, i has to informj when the servicg has been provided. The supervision task, that each agémgerforms over the ex-
Technically, the information about the service providedibyagent ~ €cution of actiona; it is responsible for, provides two important
to another one is encoded in the causal lifkthe MAP P. services: _ )
Coordination is also needed during the execution of a jaitiba 1) infers the agent belief stat®f | , after the execution of;;
as it involves the synchronization of two (or more) agettts;set of 2) assesses of the outcome of the executed aation
concurrency constraintSC defined in the MAPP denotes which ~ Agent status. Intuitively, the agent status can be expressed as a set
agents need to cooperate (and when). Finally, explicitdinar VAR" of the variables concerning both thg status Qf the agent and
tion is required for executing actions bounded by non-coency the status of the system resourdess. A critical role is played by
constraints: in this case coordination is ruled by the sataf- the subseHEALTH" of VAR" which denotes the set of variables
concurrency constraintdC' in P and prevents the simultaneous concerning the health status ©$ functionalities: for each agent
execution of the constrained actions. functionality f, a variablevy € HEALTH® represents the health
Coordination among agents is also needed in case of an actionstatus off; the domain of variable is the sefok, abx, ..., abn }
failure; in fact an agent must notify other agents when aisery ~ Whereok denotes the nominal mode whité, , . . ., ab, denote non
will not be provided as a consequence of a failure. nominal modes.

Agent belief state. since the system is just partially observable,



the agent observes just a subset of its status variables; in partic-

ular, the the variables ilfEALTH"® are not directly observable
and their actual value can be just inferred. Thus, theoset of
observations conveys information about a subset of vasabi
VAR \ HEALTH?®; and in most cases the agentan determine
just a set of alternative states which are consistent stith; in lit-
erature this set is known &slief state and will be denoted as:.
Action models. As discussed in [5], the modél(a}) of asimple
action a! (assigned to ageritat timet) is characterized by three
parts: a sevar(a’) C VAR’ of state variables, a setpre(a’) of
preconditions and a seeff(a’) of effects, where both preconditions
and effects are constraints defined over thevaefa®). Since an
action may have non deterministic effects, the action madef;)
can be seen as transition relation where each tigleA (ai) mod-
els a possible change in the status of agewhich may occur while
i is executingai. Each tupled has the formd = (s, s;+1) Where
s¢ ands;1 represent two agent states at timand¢ + 1 respec-
tively; each state is an assignment of values to the statisbles
in var(a*) (the variables inVAR*\ var(a’) are assumed to be con-
stant).

Given the actioru’, healthVar (a*)=HEALTH nvar(a') denotes
the set of health status variables, i.e. functionalitidsictv directly
affect the outcome of action’. Thehealthy formula for o' is de-
fined on this set of variables and denotes under what conditite
action behaves nominally and all the expected effects acheal.
Formally the set of nominal effects af is:

nominal Eff(a*)={q € eff(a®) | pre(a*)uU healthy(a®) + q}.

On the contrary, when the healthy formula does not hold, ¢het-
ior of the action may be non deterministic and some of the el
effects may be missing.

Joint actions. The notion of simple action can be extended to cover
the notion of joint action: in fact, as discussed in [5], ajaction

However, the set of predictions resulting from the join apien is

in general spurious as it predicts all possible evolutioms:have

to take into consideration the observations received bi egent

i € I attimet+ 1 to restrict the set of possible states. The selection
operation SELECTION,.1 | has the effect of pruning off all those

predictions which are inconsistent with the agent obsemat in-
tuitively, obsfﬂ = User obsi, . Finally, the belief state at time
t + 1 is obtained by projecting the resulting estimates over tae s
tus variables of the agents at time 1 i.e., over the set of variables
VAR, ..

5. DIAGNOSING A MAP

Action outcome. The outcome of action! is eithersucceeded
or failed; in particular, actioru! is considered succeeded when all
its nominal effectsominal Eff(af ) have been achieved after its ex-
ecution. Wheru! is a joint action, the agents ihshare a jointed
belief state3] resulting from the conjunction of the belief states
of the agents irf (¢). In order to be conservative, we consider ac-
tion a! successfully completed only when the nominal effectslof
hold in every possible state /. Of course, when we can not as-
sert that actiom! is succeeded we assume that the action is failed.
Agent diagnosis. Whenever the outcome af is failed, a diag-
nostic process is activated in order to infer a set of posskpla-
nations for such a failure; i.e. which combinations of fadlt the
agents inf may be the cause of the failure of actioh
In the relational framework we propose, given the failuraction
al, the agent diagnosi®; can be determined simply by projecting
the joint belief state over the health status variablesnédky:

DtI = PROJECTIONLealthVaT(ag)(Bz)'

Each tupled € D{ is an assignment of values to the variables in

healthVar (a; ), moreover, every assignmenis consistent with the
observationsbs; ; hence, every tupld is a possible explanation

can be seen as the simultaneous execution of a subset ofesimpl ¢, the failure of actioru!

actions. In this paper we consider a stronger notion of jait
tion: two simple actiona’ anda’ are part of a joint action® not
only because they are executed at the same time, but alsodgeca
they actively cooperate to reach an effect. This strongdonf
joint action can be captured by exploiting the notiorebendency
set introduced in [7]. Intuitively, a dependency set highliglihe
subset of agents among which a strict cooperation is redjinre
specific time instant.

The notion of dependency set is sufficiently general to cboth
simple and joint actions. In fact, when an agéakecutes a simple
actiona?, the agent is the only member of its dependency £¢f);
on the other hand, when agergxecutes a joint actiom;”, the de-
pendency sef(t) associated witlh at timet¢ contains both agent

and agenj. Therefore the notatiomf“) can denote either a simple
or a joint action according to the number of agents involvethe
dependency sdt(t).

The state estimation processLet af“) denote the (joint) action
executed by the agent(s) in the dependencyl &gt (for the sake
of readability we will writeal whenever the time of the depen-
dency set is obvious from the context); the process for estim
the (joint) belief state after the execution of an actigncan be
formalized in terms of Relational Algebra operators (s€ef¢r
details). In particular, given agemtand its dependency sétt)
at timet, let B be the joint belief state of agentlet A(af) the
model of the (joint) action which the agenhas to execute at time
t, the joint belief state at time+ 1 is:

Bli= PROJECTION ;s ( SELECT|ONO,)S{+1(B{JOlNA(a{))).

The join operation3{ J0iNA(a} ) represents the prediction step as
it estimates the set of possible states of the agentatrimet + 1.

It is worth noting that, as a consequence of the partial obbdr

ity, the agent diagnosis is in general ambiguous (i.e., intams a
number of alternative explanations).

Plan diagnosis.While the agent diagnosis singles out the not nom-
inal health status of the agents, the plan diagnosis aimsaiwkr-

ing which other actions in the plan could be indirectly aféetby
the failure of actioru!. Two different kinds of threats have to be
considered: theausal threats andfault threats.

Fault threats. For the sake of simplicity in the discussion let’s con-
sider first fault threats. The agent diagnoBi§ allows one to de-
termine which actions may be threatened by the not nomirsdtihe
status of the agents ih Intuitively, given an agent € I, the ac-
tiona’ € A; is threatened by the agent diagnabi§ when:

- the actiona® has still to be execute (i.exi < a') and

- the action requires at least one functionalftyvhich is assumed
to be faulty inD{.

More formally, the actiora® is threatened by the diagnosi3!
when the healthy formulbealthy(a’) is inconsistent withD/. In

the following we will denote agThreatenedActs(af, ) the set of
actions agent has still to execute and which are threatened by the
agent diagnosis.

Causal threats. The actions threatened through causal links can be
determined by considering both the failed actignand the set of
actions threatened by the agent diagnosis. Intuitivelya@iona

is threatened through a causal liksa’ % a when it is no longer
guaranteed that the actian provides the service; this may hap-
pen either becausg is failed or because’ is in turn threatened.

In the following we denote asThreatenedActs (al) the set of ac-
tions threatened by a causal links; this set can be detedmiséeby
propagating the failure through the existing causal lirikis. worth



noting that, while the actions threatened by the agent disigrbe-
long to same agent the actions threatened through causal links
may have been assigned for execution to any other agentthiee.
causal threats may have a much wider impact than the faettr
The plan diagnosis can be therefore represented as the afrtios
two sets of threatened actions:

thrActs(al) = fThreatenedActs(al) U cThreatenedActs(af).
Namely, the plan diagnosis consists of all the actions wiaih
threatened by the failure of actiar].

Missing goals. A missing goal is a service agentis responsible
for, which can not be provided as a consequence of the failfire
actiona! (wherei belongs to the dependency d@t In principle,

it would be sufficient to provide all the missing goals in arde
reach the MAP’s goal despite the occurrence of the actiduréai
To formally characterize the concept of missing goal weoitice
the notion ofprimary effect as the nominal effegf of an actiona

(¢ € nominalEff(a) ) such that eitheg is a an atom which appears
in the global goal= or ¢ is a service that an agent provides to an-
other one. In general, given an actionprimary(a) denotes the
(possibly empty) set of primary effects provided dy

Given the plan diagnosigir Acts(a?), thr Acts(al, i) denotes the
subset of threatened actions in the plan assigned to gdenmally
thrActs(ai,i)={actionsa € thrActs(a{)|la € A;}. The set of
missing goals for agent is the set of goals that agentcan no
longer achieve:

missingGoals(i)=UaethT,Acts(ag,Z.) primary(a). The notion of
missing goals can be easily extended to all agents in thendepe
dency setl: missingGoals(I)=J,.; missingGoals(i).

Running Example. To make clear the diagnostic process let’s
reconsider the previous example and assume that the jdiohac
(9, 16) (executed by agen#s2 andA3) fails. In particular,(9, 16)
requires that both agedt? and agentA3 execute arove action
from the source locatio8 to the target locatioii. Since the avail-
able observations after the action execution provide tfegrimation
that the two agents have not reached the target loc@ititire agents
infer that the outcome of joint action is failed because thmimal
effects have not been achieved. For explaining this actdoré
the agent diagnosi®*?“? is inferred and in particular it includes
the following alternative explanations:

power(A2)  mobility(A2) power(A3)  mobility(A3)
1 reduced ok full ok
2 full ok reduced ok

It follows that every action assigned to ageéi# (A3) which re-
quires powelfull is threatened by the agent diagnosis. Let us as-
sume that, apart from other functionalities, only the jantions
require that the power is full to be successfully completaaiher
words, power full is a conjunct of the healthy formula). Téer
fore the setfThreatenedActs((9,16)) includes the joint action
(10,17). Hence the set of actions threatened through the causal
links is ¢ ThreatenedActs ({9, 16) )= {7,10,11,12,13,14,17,18
involving the actions of agemt1 too.

However, in order to determine the missing goals we have e co
sider the primary effects of the actions, assigned eithé2tor to

A3, which are threatened by the failure. In this example, thienas
which satisfy these conditions are actiofi§, 17) and14. Thus,

the set of missing goals includes the effects of these twioract

at (B1, T) andon(B2, B1) .

Implementation and preliminary results We have implemented
this approach by extending the implementation discussé¢d| iim
order to handle joint actions. The relations representiotty the

A prototype has been implemented in Java JDK 1.5 and exploits
the JavaBDD package for symbolically encoding and manipulat-
ing OBDDs. The robotic agents are simulated in a softwaré env
ronment and are implemented as threads running on the safne PC
The preliminary results collected so far are encouragimdgét, at
each time instant, the plan supervision (monitoring, agéagno-

sis and failure propagation) performed by each agent resjun
average 5 msec. and the maximum absolute CPU time is 30 msec.

6. DISCUSSION AND CONCLUSIONS.

In this paper we have pointed out the interplay between pian a
agent diagnosis in estimating the impact of an action failim par-
ticular, for singling out what sub-goals are no more guaadtto
be achieved by the current MAP after the occurrence of aomcti
failure. The set omissingGoals is the starting point of any strat-
egy aimed at recovering the execution of the MAP as it repitsse
the set of services that need to be provided in an alternataye
(typically a replanning step is needed). The proposed fvarieis
sufficiently general for monitoring and diagnosing the ex&mn of
joint actions, which require tight cooperation among therdg not
only during the execution but also during the supervisiatpss.

Recently, Roos et al. [10] have proposed a distributed a@mbro
to the diagnosis of a MAP, which is relevant as it introdudes t
notion of plan diagnosis. Our framework extends the apprdsc
Roos et al. since the non deterministic effects of failuressaplic-
itly represented. As a consequence we can complement the pla
diagnosis with the notion of agent diagnosis.

The preliminary experimental results are encouraging ave p
the way for testing the approach in more challenging donmsiiich
as the air traffic control domain and the space exploratienago.
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