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ABSTRACT
Multiagent coordination algorithms provide unique insights
into the challenging problem of alleviating traffic congestion.
What is particularly interesting in this class of problem is
that no individual action (e.g., leave at a given time) is in-
trinsically “bad” but that combinations of actions among
agents lead to undesirable outcomes. As a consequence,
agents need to learn how to coordinate their actions with
those of other agents, rather than learn a particular set
of ”good” actions. In general, the traffic problem can be
approached from two distinct perspectives: (i) from a city
manager’s point of view, where the aim is to optimize a
city wide objective function (e.g., minimize total city wide
delays), and (ii) from the individual driver’s point of view,
where each driver is aiming to optimize a personal objective
function (e.g., a“timeliness” function that minimizes the dif-
ference desired and actual arrival times at a destination). In
many cases, these two objective functions are at odds with
one another, where drivers aiming to optimize their own ob-
jectives yield to congestion and poor values of city objective
functions.

In this paper we present an objective shaping approach
to both types of problems and study the system behavior
that arises from the drivers’ choices. We first show a top-
down approach that provides incentives to drivers and leads
to good values of the city manager’s objective function. We
then present a bottom-up approach that shows that drivers
aiming to optimize their own personal timeliness objective
lead to poor performance with respect to a city manager’s
objective function. Finally, we present the intriguing result
that drivers that aim to optimize a modified version of their
own timeliness function not only perform well in terms of the
city manager’s objective function, but also perform better
with respect to their own original timeliness functions.
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1. INTRODUCTION
Multi-agent learning algorithms provide a natural approach

to addressing congestion problems in traffic and transporta-
tion domains [5, 10, 16]. Congestion problems are charac-
terized by having the system performance depend on the
number of agents that select a particular action, rather on
the intrinsic value of those actions. Examples of such prob-
lems include lane/route selection in traffic flow [15, 19], path
selection in data routing [17], and side selection in the minor-
ity game [9, 13]. In those problems, the desirability of lanes,
paths or sides depends solely on the number of agents hav-
ing selected them. Hence, multi-agent approaches that focus
on agent coordination are ideally suited for these domains
where agent coordination is critical for achieving desirable
system behavior.

In this paper we apply multi-agent learning algorithms to
two distinct formulations of the traffic problem. First we
investigate how to coordinate the departure times of a set of
drivers so that they do not end up producing traffic “spikes”
at certain times, both providing delays at those times and
causing congestion for future departures. In this problem,
different time slots have different desirabilities that reflect
user preferences for particular time slots. The system util-
ity is measured from the perspective of a “city manager”,
where minimizing system-wide delays is the desired goal.
Then we investigate this problem from the perspective of
the drivers who want to maximize their own “timeliness”
functions. Based on those driver timeliness functions, we
build a social welfare function to measure the system perfor-
mance. Both formulations share the same underlying prop-
erty that agents greedily pursuing their best interests cause
traffic to worsen for everyone in the system, including them-
selves. However, the solution to alleviating congestion takes
on a different form in each formulation, as the interaction
between driver and system utilities have different character-
istics in their respective formulations.

In both perspectives, the approach we present to allevi-
ating congestion in traffic is based on assigning each driver
an agent which determines the best departure time. Those
agents determine their actions based on a reinforcement learn-
ing algorithm [18, 23]. The key issue in this approach is to
ensure that the agents receive utilities that promote good
system level behavior. To that end, it is imperative that the
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agent utilities: (i) be aligned with the system utility1, ensur-
ing that when agents aim to maximize their own utility they
also aim to maximize system utility; and (ii) be sensitive to
the actions of the agents, so that the agents can determine
the proper actions to select (i.e., they need to limit the im-
pact of other agents in the utility functions of a particular
agent).

The difficulty in agent utility selection stems from the
fact that typically these two properties provide conflicting
requirements. A utility that is aligned with the system util-
ity usually accounts for the actions of other agents, and thus
is likely to not be sensitive to the actions of one agent; on the
other hand, a utility that is sensitive to the actions of one
agent is likely not to be aligned with system utility. This
issue is central to achieving coordination in a traffic con-
gestion problem and has been investigated in various fields
such as computational economics, mechanism design, com-
putational ecologies and game theory [6, 21, 12, 20, 22, 24].

In this paper we show how agents using reinforcement
learning can be used to alleviate traffic congestion, particu-
larly when the utilities they are trying to maximize are de-
rived carefully. In Section 2 we discuss the properties agent
utilities need to have and present a particular example of
an agent utility. In Section 3, we present the two system
models, one viewing the problem from on a city manager’s
perspective and the other from the perspective of the indi-
vidual drivers. In Section 4 we present the traffic model used
in this paper. In Section 5, we present the results showing
that not only do difference utilities provide good values of
the city manager’s utility, but having agents use a modified
version of their intrinsic utilities rather than aim to opti-
mize them directly leads them to achieve higher values of
their own intrinsic utilities. Finally Section 6 we discuss
the implication of these results and highlight experiments
to investigate this problem further.

2. MULTIAGENT COORDINATION
In this work, we focus on multi-agent systems where each

agent, i, tries to maximize its utility function gi(z), where z
depends on the joint move of all agents. Furthermore, there
is a system utility function G(z) which rates the performance
of the full system. To distinguish states that are impacted
by actions of agent i, we decompose2 z into z = zi + z−i,
where zi refers to the parts of z that are dependent on the
actions of i, and z−i refers to the components of z that do
not depend on the actions of agent i.

2.1 Difference Utility Functions
Let us now focus on the difference utility [24] for shaping

agent behavior:

Di ≡ G(z)−G(z−i) (1)

where z−i contains all the states on which agent i has no

1We call the function rating the performance of the full sys-
tem, “system utility” throughout this paper. We will specify
“city manager’s utility” or “Timeliness social welfare func-
tion” to distinguish between the two main system perfor-
mance criteria.
2Instead of concatenating partial states to obtain the full
state vector, we use zero-padding for the missing elements
in the partial state vector. This allows us to use addition and
subtraction operators when merging components of different
states (e.g., z = zi + z−i).

effect. In other words, all the components of z that are af-
fected by agent i are removed (i.e., replaced with a domain
specific “null” vector). This type of agent utility offers two
advantages. First, Di and G have the same partial derivative
with respect to the actions of agent i, because the second
term does not depend on the actions of that agent. In other
words, difference utilities are perfectly aligned with the sys-
tem utilities on which they are based [24]. Second, they
usually have far better signal-to-noise properties than does
a system utility function, because the second term of D re-
moves some of the effect of other agents (i.e., noise) from i’s
utility function.

The difference utility can be applied to any linear or non-
linear system utility function. However, its effectiveness is
dependent on the domain and the interaction among the
agent utility functions. At best, it fully cancels the effect
of all other agents. At worst, it reduces to the system util-
ity function, unable to remove any terms (e.g., when z−i is
empty, meaning that agent i effects all states). Still, the
difference utility often requires less compututation than the
system utility function [25]. Indeed, for the problems pre-
sented in this paper, agent i can compute Di using less in-
formation than required for G (see details in Section 3.1 and
Section 3.2).

2.2 Utility Maximization
In this paper we assume that each agent maximizes its own

utility using a reinforcement learner (though alternatives
such as evolving neuro-controllers are also effective [1]. For
complex delayed-reward problems, relatively sophisticated
reinforcement learning systems such as temporal difference
may have to be used. However, the traffic domain modeled
in this paper only needs to utilize immediate utilities, there-
fore a simple table-based immediate reward reinforcement
learning is used. Our reinforcement learner is equivalent to
an ε-greedy Q-learner with a discount parameter of 0. At
every episode an agent takes an action and then receives a
reward (value of the immediate utility) evaluating that ac-
tion. After taking action a and receiving reward R a driver
updates its table as follows: Q′(a) = (1 − α)Q(a) + α(R),
where α is the learning rate. At every time step the driver
chooses the action with the highest table value with prob-
ability 1 − ε and chooses a random action with probability
ε. In the experiments described in the following section, α
is equal to 0.5 and ε is equal to 0.05. The parameters were
chosen experimentally, though system performance was not
overly sensitive to these parameters.

3. MEASURING SYSTEM PERFORMANCE
The first step in this investigation is determining well de-

fined performance metrics that rate the different outcomes
resulting from the drivers’ actions. Though for some do-
mains, there may be a single logical utility function (e.g.,
robots maximizing an exploration based utility), in the traf-
fic domain, this step is far from straight-forward. In this
study, we will focus on two distinct perspectives and pro-
vide results and insight for both.

First, one can use a top-down approach where a “city
manager’s utility” rates the performance of the system from
an average congestion perspective, with little to no regard
for individual drivers’ preferences. Second, one can use a
bottom-up approach where the drivers’ intrinsic preferences
are used to build a social welfare function and rate the per-

656



formance of the system in terms of that social welfare func-
tion, directly reflecting how satisfied the drivers are with the
outcomes. Though one may reasonably expect that the city
manager’s utility and the social welfare function based on
driver preferences will aim to lower congestion, there is no
reason to assume that they will have the same optima, or
promote similar behavior throughout the state space.

3.1 City Manager Perspective
Let us first discuss the case where the system performance

is measured by a global utility representing the city man-
ager’s perspective. This city manager’s utility is given by:

GCM =
X
si

wsiS(ksi) . (2)

where wsi are weights that model rush-hour scenarios where
different time slots si have different desirabilities, and S(ksi)
is a system throughput metric that depends on the number
of agents that are in time slot si:

3

S(k) =


ke−1 if k ≤ c

ce−k/c otherwise
, (3)

The number of drivers in the time slot is given by k, and the
optimal capacity of the time slot is given by c. This func-
tional form (shown in Figure 1, for a capacity of 30) abstracts
the simple throughput concepts that below an optimal ca-
pacity value c, the throughput increases linearly with the
number of drivers. When the number of drivers exceeds the
optimal capacity level, the value of the time slot (through-
put) decreases asymptotically exponentially with the num-
ber of drivers. This aspect reflects the precipitous decline in
throughput when traffic begins to slow down due to conges-
tion.
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Figure 1: Utility of time slot with c = 30.

In this problem formulation, the task of the city man-
ager is to have the agents choose time slots that maximize
GCM , the city manager’s utility. To that end, agents have to
balance the benefit of going at preferred time slots against
possible congestion in those time slots.

While the utility of the city manager is to maximize the
GCM , the distributed nature of the problem means that each

3In this work we assume the departure and arrival times are
the same unless there is congestion in the system.

individual agent will try to maximize a driver-specific util-
ity. The agents will maximize their utilities through rein-
forcement learning (as discussed in Section 2.2).

A key decision then is in determining the type of utility
that each agent will receive. In this formulation, we focus
on the following three agent utilities:

• The first utility is simply the system utility GCM ,
where each agent tries to maximize the system util-
ity directly.

• The second utility is a local utility, LCMi where each
agent tries to maximize a utility based on the time slot
it selected:

LCMi(k) = wiS(ki) , (4)

where ki is the number of drivers in the time slot cho-
sen by driver i.

• The third utility is the difference utility, DCM :

DCMi = GCM (k)−GCM (k−i)

=
X

j

wjS(kj)−
X

j

wjS(k−ij ) ,

where k−ij is the number of drivers there would have
been in time slot j had driver i not been in the system.
This formulation accounts for the fact that when there
is a congestion, drivers remain in the system until they
reach a time slot with a traffic level below the capac-
ity. In this case, the actions of an agent have influence
over multiple time slots, starting with the time slot in
which they entered the system. Even with this “cas-
cading”congestion model (see Section 4 for details), an
agent will usually need to consider fewer time slots to
compute DCMi than it would have needed to compute
GC .

3.2 Driver Timeliness Perspective
In the discussion above, the city manager’s utility mea-

sured the health of the whole system, providing a global
perspective from which to derive utilities for the individual
agents. Though appealing in its formulation, this approach
is less representative of traffic than a model in which the
drivers’ intrinsic preferences are the key factors in shaping
system behavior. In this section, we focus on such an agent-
centric approach, and introduce individual agent preferences
that directly capture the desires of the drivers.

The system performance is then gauged by a social welfare
function based on the driver preferences. With this function
the individual agent utilities measure the agents’ success at
attaining personal arrival preference. We selected an expo-
nential decay function to represent the agents’ satisfaction
with their time slots, resulting in the following agent time-
liness, LATi , functions:

LATi = e
−(ai−ti)

2

b (5)

where ai and ti are the actual and intended arrival slots for
agent i, respectively, and b is a parameter that determines
the steepness of the decline in utility away from the desired
time slot.

After an agent picks some slot si, depending on the choices
of other agents, it may find itself stuck in congestion, exiting
from the route at a later arrival time (ai) than intended. The
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agent actually wants to arrive at its target time (ti), so LATi

peaks when the agent arrives at its intended target time.
Unlike in the previous section where we started from a

system wide perspective (city manager’s utility), in this per-
spective, we start from intrinsic agent preferences. Using
those agent timeliness functions, we construct a social wel-
fare function (Equation 6) and use that to measure the sys-
tem performance. The interesting question we address in
this section is what utilities should the agent aim to opti-
mize to also optimize the social welfare function. In this
study, we focus on the following three agent utilities:

• The agent timeliness utility given by LATi , where each
agent tries to directly maximize its own timeliness func-
tion.

• The social welfare function based on the agent timeli-
ness functions:

GAT (z) =
X

i

LATi(zi)

=
X

i

e
−(ai−ti)

2

b (6)

This function measures the performance of the system
as the sum of the individual local agent utilities, so the
system does best when all of its agents arrive in their
desired target slots.

• The difference utility which in this formulation is de-
rived from the social welfare function computed above
is given by:

DATi(z) = GAT (z)−GAT (z−i) (7)

This utility computes an agent’s impact on the sys-
tem by estimating the gain to the system by the re-
moval of that agent. The net effect of removing agent
i from the system is in allowing other drivers to po-
tentially exit the system rather than remain in a con-
gested state. When the time slot chosen by agent i
is not congested, agent i’s removal does not impact
any other agents. Using this reasoning, Equation 8
provides the difference between agent i’s own utility
and the utility the agents who remain in the system
would have received had agent i not been in the sys-
tem. In terms of the original agent timeliness utilities,
this means that agent i’s utility is penalized by the
contributions of agents that it caused to be delayed.

The computation of Equation 7 is problematic in prac-
tice due to the coupling between the agents actions and
their impact of future time slots. To effectively mea-
sure this value, an estimate of each time slot following
the agent’s selected time slot would need to be com-
puted. A more readily computable estimate for the
difference utility is given by:

DATi(z) ' e
−(ai−ti)

2

b −
aiX

j=si+1

e
−(j−ti)

2

b (8)

This estimate provides good performance under both
system utility functions, because it does accurately
measure an agent’s impact in states that are very close
to the optimal state. The interesting aspect of this
agent utility is that agents performed a conversion:

LATi → GAT → DATi , starting from a local utility,
going to a social welfare function and then back to an
agent utility based on that welfare function.

4. TRAFFIC PROPAGATION MODEL
In this work, we investigate two abstract different traffic

propagation models. In both models used here, there is a
fixed set of drivers, driving on a single route. The agents
choose the time slot in which their drivers start their com-
mutes. Agents that select a time slot that is congested stay
on the road for future time slots, delaying their arrival. How
the agents “cascade” from one time slot to another is the
main difference between our two models.

4.1 Linear Cascading Congestion
In the linear cascading congestion model, the congestion

does not affect the capacity of the time slot. Agents that
exceed the capacity are simply cascaded into the next slot.
They then combine with agents that selected that next slot
to provide the total number of drivers on that time slot.
More precisely, the number of drivers ksi , in time slot si is
given by:

ksi = ksi−1 − exitsi(ksi−1) +
X

j

I(si, j) (9)

where ksi−1 is the number of agents in the preceding time
slot (s1−1) and I(si, j) is the indicator function that returns
one if agent j selected time slot i and zero otherwise. In the
linear system, exitsi(k) returns the number of agents that
exited the system at time slot i. Equation 10 reinforces that
this is linear with the number of agents in slot si, up to peak
capacity:

exitsi(k) =


k if k ≤ c
c otherwise

(10)

For example, for a capacity of 250, if 300 agents are in time
slot si, 50 agents will remain in the system for the next time
slot si+1, in effect reducing the capacity of si+1 by 50. The
cascading process is repeated until agents have exited the
system.

Each individual agent is equally likely to be cascaded from
a congested slot. This uniform exit model does not account
for the position of the agents, but it prevents artificial effects
that arise when agents exit in an ordered manner.

4.2 Non-Linear Cascading Congestion
The cascading effects in the linear model can be further

compounded by exponentially decreasing the number of agents
that can exit the system in times of high congestion. Re-
placing Equation 10 in Equation 9, Equation 11 gives the
number of drivers exiting the route at time slot i in the
non-linear cascading traffic model:

exitsi(k) =


k if k ≤ c

ce−
k−c

c otherwise
(11)

This equation states that up to c agents may exit the route
at slot i, and the number of agents that may exit decreases
exponentially once that capacity has been reached. The re-
maining drivers would remain in the system. The net effect
of the nonlinear congestion model is in decreasing the effec-
tive capacity of a time slot based on the number of drivers
who selected that time slot.
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For example, if 300 drivers are on a given time slot with
capacity 250, the capacity is reduced by 18%, resulting in
an effective capacity of 205 and causing 95 drivers to be
cascaded to the next time slot. In contrast, in the linear
model, only 50 drivers would have been cascaded to the
next time slot. This effect becomes more pronounced as
congestion increases (for example for 500 drivers on the road,
the capacity is reduced by 63%, to an effective capacity of
only 91 and 409 drivers are cascaded to the next time slot).

This models behavior of traffic systems where congestion
can appear almost instantly but then takes longer to dis-
perse, causing longer travel times for agents that are in a
congestion.

5. EXPERIMENT RESULTS
To test the effectiveness of the different agent utilities in

promoting desirable system behavior, we performed exper-
iments for both the city manager’s utilities and the driver
timeliness utilities. For the city manager’s utility function,
we explored both the linear and non-linear cascading models,
but focused only on the more difficult non-linear cascading
model for the agent timeliness utilities. In all the follow-
ing figures, regardless of what utilities the agents used, the
system performance is measured by the appropriate system
utility (e.g., city manager’s utility or social welfare function,
as the case may be).

5.1 City Manager Results
In this set of experiments there were 1000 drivers, and the

optimal capacity of each time slot was 250. Furthermore, the
weighting vector was centered at the most desirable time slot
(e.g., 5 PM departures):

w = [1 5 10 15 20 15 10 5 1]T .

This weighting vector reflects a preference for starting a
commute at the end of the workday, with the desirability
of a time slot decreasing for earlier and later times.
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Figure 2: Performance on city manager’s utility for
linear cascading. In this model, drivers above the
capacity in one time slot remain in system in fu-
ture time slots, but do not affect the capacity of
future time slots. Drivers using D quickly learn to
achieve near optimal performance (1.0). After an
initial peak, the performance of drivers using L de-
grades as drivers learn to be selfish.

5.1.1 Linear Cascading Model
This experiment shows that drivers using the difference

utility are able to quickly obtain near-optimal system per-
formance (see Figure 2). In contrast, drivers that try to
directly maximize the system utility learn very slowly and
never achieve good performance during the time-frame of
the experiment. This slow learning rate is a result of the
system utility having low signal-to-noise with respect to the
agents’ actions (an agent’s action is masked by the “noise”
of the other agents’ actions). Even if a driver were to take a
system wide coordinated action, it is likely that some of the
999 other drivers would take uncoordinated actions at the
same time, lowering the value of the city manager’s system
utility. A driver using the system utility typically does not
get proper credit assignment for its actions, since the utility
is dominated by other drivers.
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policies. Later in learning, the maximization of lo-
cal utility causes drivers to over utilize high valued
time slots.
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Figure 4: Distribution of drivers at end of experi-
ment for linear congestion model. Drivers using dif-
ference utility (based on city manager’s utility) form
distribution that is closer to optimal than drivers us-
ing system of local utilities.
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The experiment where drivers use LCMi (a non-aligned lo-
cal utility) exhibits interesting performance properties. At
first these drivers learn to improve the system utility. How-
ever, after about episode seventy their performance starts
to decline. Figure 3 shows the change in the agent depar-
ture histogram as the agents learn, and provides greater in-
sight into the reasons for the steep decline at t = 70. In
the early phases of learning, the drivers are randomly dis-
tributed among time slots, resulting in a low utility. Later in
training (t=70) agents begin to learn to use the time slots
that have the most benefit. When the number of drivers
reach near optimal values for those time slots, the system
utility is high. However, all agents in the system covet those
time slots and more agents start to select the desirable time
slots. This causes congestion which leads to a drop in the
city manager’s utility. This performance characteristic is
typical in systems with poorly aligned agent utilities; in such
a case, agents attempting to maximize their own utilities
lead to undesirable system behavior.

Figure 4 shows the histograms of all three utilities at the
end of the runs. The agents using the city manager’s util-
ity directly perform near randomly (confirming the results
of Figure 2). In contrast, because their utilities are aligned
with the system utility, agents using the difference utility
form a distribution that nearly matches the optimal distri-
bution proving that not only is having agents attempt to
maximize DCMi is good for the system, but that the agents
receive good feedback to actually maximize this function,
and consequently the city manager’s utility.

5.1.2 Non-linear Cascading Model
This experiment investigates the case where a congestion

clears more slowly, with drivers exceeding capacity caus-
ing exponential harm to the system. Coordination becomes
more critical in this case as even a small congestion can
cascade into causing significant delays, a pattern that more
closely matches real traffic patterns. Figure 5 shows the
performance of the three utilities in the non-linear cascad-
ing model. Neither the performance of agents directly using
the city manager’s utility, nor the performance of agents us-
ing local utilities is impacted in this case, since they did
not perform well to begin with. The performance of agents
using the difference utility is still consistently good in this
significantly more difficult problem.

The attendance profiles in Figure 6 show the arrival slots
of the drivers at the end of the simulation. The increase in
late time slots (e.g., slots 7 and 8) show the reasons for the
drop in performance in this model when compared to the
linear model. Because drivers take longer to get through
the system, there is rightward shift in arrivals, causing the
attendance profile to differ from the optimal profile.

5.2 Agent Timeliness Experiment Results
Continuing with the non-linear congestion model, let us

focus on the alternative perspective of having the desirability
of time slots be directly derived from the intrinsic utilities of
the agents. In these experiments, all 1000 agents aimed to
leave and arrive in the middle slot (si = 5). The interesting
question in this setting is whether agents considering their
preferences learn to share the road better than agents that
aim to account for the road capacities and congestion in
their decision.

Figure 7 shows the performance of the local agent time-

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  50  100  150  200  250  300  350  400

C
M

 P
er

fo
rm

an
ce

 (G
(t)

)

Time Step (t)

S (CM)
L (CM)
D (CM)

Figure 5: Performance on city manager’s utility for
nonlinear cascading. In this model, drivers above
the capacity in one time slot both remain in system
in future time slots and reduce the capacity of those
time slots. Drivers using difference utilities quickly
learn to achieve near optimal performance (1.0).
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Figure 6: Distribution of drivers at end of exper-
iment for nonlinear congestion model. Drivers us-
ing difference utility (based on city manager’s util-
ity) form distribution that is closer to optimal than
drivers using system of local utilities.

liness, social welfare, and difference utilities in this new
model. All performance is measured by the social welfare
function. Agents using the social welfare function directly
are unable to improve their performance, for reasons dis-
cussed in 5.1.1. The local agents are able to learn to obtain
modest improvements in their overall utility, while agents
using the difference utility reach near optimal performance.4

The counterintuitive result is that average agent utility
improves when agent drivers do not follow their local timeli-
ness utilities. Because of the non-linear interactions between
slot congestion and arrival rates, agent drivers that selfishly
pursue their own utility cause congestion while those agents
that consider their impact on others arrive on-time more fre-
quently. Figure 8 shows the attendance of drivers in each
slot at the end of the simulation (t = 400) when using each

4In the linear traffic model, drivers using the local utility
were also able to obtain nearly optimal performance.
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Figure 7: Performance on agent timeliness social
welfare function for nonlinear cascading. Agents us-
ing their intrinsic preferences perform adequately
(.75-.8), but agents using difference utilities achieve
better performance (0.9).

of the agent timeliness utilities. Agents using the timeli-
ness difference utility manage to keep the critical slots re-
markably free of congestion, excepting noise from ongoing
ε-greedy selection.
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Figure 8: Distribution of drivers at end of exper-
iment for nonlinear congestion model. Drivers us-
ing difference utility (based on social welfare func-
tion) form distribution that is closer to optimal than
drivers using system of local utilities.

5.3 Agent/System Utility Mismatch
In this experiment we measure the performance of the util-

ities reported in Section 5.2 using the city manager’s utility.
It is crucial to emphasize that none of the three utilities used
by the agents during training aimed to directly optimize the
utility by which we measure the system performance (city
manager’s utility). We are investigating this utility mis-
match as it is critically relevant to many applications where
- though there may be a system-wide metric (e.g., city man-
ager’s utility) - the individuals in the system use different
criteria to choose their actions (e.g., their own arrival times).

Figure 9 shows the performance of the agent timeliness
utilities, social welfare functions and difference utilities based
on the social welfare function on the city manager’s utility.
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Figure 9: Performance with respect to city man-
ager’s utility of agents trained using agent timeliness
(local, difference and social welfare) utilities (for
nonlinear cascading). Though none of the agents
were aiming to maximize the city manager’s util-
ity (directly or indirectly), the system behavior pro-
moted by the difference utility provided high values
of the city manager’s utility. Agents pursuing their
own preferences lead the system to perform worse
than random, as agents aiming to arrive one time
frustrate each other and cause disastrous congestion.

Agents using the social welfare function directly are again
unable to improve their performance, and agents using the
their own intrinsic timeliness harm the city manager’s util-
ity. Their performance can be explained by revisiting the ar-
rival profile for the local timeliness utility in Figure 8; most
agent drivers select a slot close to their target and create
heavy congestion in the highest weighted slot.

Agents using the difference utility learn to perform well
from the city manager’s perspective, and the agent arrival
profile in Figure 8 demonstrates how this performance is
achieved. The agent drivers are able to learn how their ac-
tions impact the system by estimating their impact on the
system, resulting in less congestion and overall better per-
formance for the city manager.

6. DISCUSSION
This paper presented a method for improving congestion

in two different traffic problems. First we presented a top-
down method by which agents can coordinate the departure
times of drivers in order to alleviate spiking at peak traffic
times, demonstrating its effectiveness in two similar conges-
tion models. Second we presented a bottom-up method for
improving social welfare when drivers use an estimated dif-
ference utility instead of their own timeliness utility. This
is an interesting result that states that agents on average
reach higher values of their own intrinsic utilities if they do
not aim to maximize it directly, but rather aim to optimize
a modified version of that utility.

These results are based on agents receiving utilities that
are both aligned with the system utility and are as sensitive
as possible to changes in the utility of each agent. In these
experiments, agents using difference utilities produced near
optimal performance (93-96% of optimal). Agents using sys-
tem utilities (63-68%) performed comparably to random ac-
tion selection (62-64%), and agents using local utilities (48-
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72%) provided performance ranging from mediocre to worse
than random in some instances, when their own interests
did not align with the social welfare function.

In addition to their good performance, difference utilities
also provided consistency and stability to the system. Be-
cause regardless of the system utility on which it is based,
the difference utility aims to remain aligned with that utility,
it promotes beneficial system-wide behavior in general. In
the traffic domain, the city manager’s utility and the social
welfare function based on the agent timeliness were aim-
ing to promote the concept of a “good traffic pattern”. It
is therefore not totally surprising that a utility aiming to
maximize one utility performed well on the other. However,
it is worth nothing that neither the agents directly aiming
to optimize the social welfare function, nor the agents aim-
ing to maximize their own preferences achieved this result.
An interesting note here is that the city manager’s utility
is more concerned with congestion, whereas the agents are
more concerned with delays (arriving on time).

One issue that arises in traffic problems that does not
arise in many other domains (e.g., rover coordination) is in
ensuring that drivers follow the advice of their agents. In
this work, we did not address this issue, as our purpose was
to show that solutions to the difficult traffic congestion prob-
lem can be addressed in a distributed adaptive manner using
intelligent agents. Ensuring that drivers follow the advice of
their agents is a fundamentally different problem. On one
hand, drivers will notice that the departure times/routes
suggested by their agents provide significant improvement
over their regular patterns. However, as formulated, there
are no mechanisms for ensuring that a driver does not gain
an advantage by ignoring the advice of his or her agent.
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