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ABSTRACT
We discuss the design of the Intermediary Agent’s brain, the control
module of an embodied conversational virtual peer in a simulation
game aimed at providing learning experiences regarding the dy-
namics of collaboration at the inter-personal (IP) level. We derive
the overall aims of the game from theoretical foundations in col-
laboration theory and pedagogical theory and related requirements
for the virtual peer; present the overall modular design of the sys-
tem; and then detail the design perspectives and the interplay of the
related operationalised concepts leading to the control architecture
of the Intermediary Agent, that is realised as a simple cognitive ap-
praisal process driven by direct and indirect effects of the mission-
oriented and social interactions of players and agent on the agent’s
level of trust in its human peers. We conclude with coverage of
related work and insights from first deployment experiences.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelli-
gence—Intelligent agents; K.3.1 [Computers and Education]:
Computer Uses in Education—Collaborative learning

General Terms
Design, Experimentation, Human Factors, Theory

Keywords
Virtual Characters, Models of Personality, Serious Games

1. INTRODUCTION
The subject of Collaboration has attracted attention in research

areas including management [7], organisational dynamics [12] and
education [16], mainly because effective collaboration dynamics
are fundamental to learning, knowledge exchange, and develop-
ment/innovation processes in a wide variety of contexts. Simula-
tion and games-based learning experiences built on dynamic mod-
els of human behaviour in organisational contexts have emerged
prominently, providing learners with the experience of achieving
realistic missions that require them to come in touch with and in-
fluence the behaviour of simulated characters displaying different
types of attitudes [1, 2, 4, 6].
Cite as: The Intermediary Agent’s Brain: Supporting Learning to Collab-
orate at the Inter-Personal Level (Short Paper), Juan Martínez-Miranda et
al., Proc. of 7th Int. Conf. on Autonomous Agents and Multiagent
Systems (AAMAS 2008), Padgham, Parkes, Müller and Parsons (eds.),
May,12-16.,2008,Estoril,Portugal,pp. 1277-1280.
Copyright c© 2008, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

This work is part of an international effort aimed at improv-
ing the understanding of factors inhibiting effective collaboration
dynamics and leading to the failure of collaboration initiatives,
and the interventions required to reduce these risks. The adopted
method relies importantly on the development of simulation games
and their deployment in workshop scenarios, where they provide a
shared reference of experience for subsequent facilitated debriefing
sessions. The game presented here is aimed at providing learning
experiences regarding the dynamics of collaboration at the inter-
personal (IP) level. It focuses on factors that determine both mo-
tivation and capability to collaborate at the individual level, their
manifestations in inter-personal conversational exchanges, and the
possibilities to influence them through one-on-one interactions.
Players face a scenario where mission accomplishment requires
them to collaborate successfully with a simulated peer, the Inter-
mediary Agent (IA). In this paper, we focus on design aspects of
the IA’s control architecture: Section 2 introduces theoretical foun-
dations and pedagogical aims; section 3 presents the overall design
of the simulation game; section 4 discusses the design elements of
the control architecture of the modelled virtual peer; section 5 cov-
ers some related work, and we conclude with first findings from
empirical evaluations.

2. THEORETICAL FOUNDATIONS
Collaboration can take place at the inter-personal (IP) level, of-

ten operating within one or more groups or teams, in an organi-
sational or inter-organisational context. Particular to the IP level,
specific dynamics determine success or failure in the collaboration
relationship, such as involving trust; power; autonomy; and the im-
pact of individual differences in personalities and motivational or
cognitive abilities [8, 9]. Our IP level simulation game addresses
these collaboration dynamics, providing teams of players/learners
with experiences of how difficult inter-personal collaboration with
an individual (virtual) peer can be. The game is a main component
of a learning experience (a workshop of up to one day) designed
for facilitated groups of participants interested in extending their
understanding of the collaboration dynamics in inter-personal con-
texts. The game supports learning about important IP collaboration
dynamics and breakdowns through instrumental mission-oriented
and social interactions with a virtual peer, and about communica-
tion skills in challenging mission settings; it provides intense expe-
riences, analysed in a debriefing.

Out of the range of concepts identified as influential for the dy-
namics of collaboration relationships mentioned above, we picked
the trust building cycle model [17] as first reference: a framework
of nurturing activity to establish and maintain a certain level of trust
in collaboration. At present, we explicitly model the dynamics of
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Figure 1: General architecture of the IP level game

the relational attitudes of the IA towards the player (the IA’s trust
in the player), based on a simple cognitive appraisal process driven
by direct and indirect effects of interactions on the IA’s trust level.
A dynamic choice of dialogue moves (utterances) allows players to
probe and try to influence the IA’s state, and to portray themselves.
The assumptions about trust adopted are: trust increases collabo-
rativeness; (un)successful initiatives increase (decrease) trust; con-
sistently poor performance decreases trust; a small wins strategy
thus is more likely to be successful in building trust; openness in-
creases trust; social (as opposed to mission-oriented) interaction
can increase trust, if pursued in appropriate contexts.

3. OVERALL DESIGN
Fig. 1 provides an overview of the modules of the high-level ar-

chitecture of the game. The key concept of the Intermediary Agent
(IA) is realised by two components: the Brain, which encapsulates
operationalisations derived from theoretical models of collabora-
tion dynamics (section 2), and the IA’s appearance as a Character
in the Scene of the user interface. Another key element is the back-
ground environment for the players’ mission requiring collabora-
tion with the IA: the underlying simulation game.

The Underlying Simulation Game. This component (inter-
faced via an API providing some degree of independence from
the specific game instance) provides the goal-oriented mission con-
text for the collaboration setting. Progress with the mission in the
underlying simulation is influenced by the (un)collaborative be-
haviour of the IA, which in turn is influenced by its interactions
with the player. We use a remotely hosted instance of EIS [3] (an
organisational change management mission, wherein the IA is in-
tegrated as the defined organisational contact), taking advantage of
its following features: EIS is turn-based, and consumes simulated
time: all changes within the simulation that are due to some ex-
ternal input occur one after another and take a specific amount of
simulated time. It is initiative-based: each initiative is a mission-
oriented action1 and can have pre-conditions or other requirements;
for each initiative chosen, a textual characterisation of its outcome
is provided (in addition to causing changes to the internal simula-
tion state). Accessibility of state: internal state needs to be accessi-
ble to the IA to some degree.

The Scene. The scene provides the means for the players to in-
teract with the IA and directly with the underlying simulation game.
It is run locally, and currently contains a fixed menu of the EIS man-
agerial initiatives (out of which the next is chosen, to be issued by

1EIS models 18 managerial initiatives, e.g., to seek advice of mem-
bers of the top management team (2 simulated days), or producing
an article for the organisation’s internal magazine (3 days).

the IA or to be issued directly, bypassing the IA and with related
collaborative consequences), and a dynamically adapted short se-
lection of utterances to be directed to the IA; information displays
reporting on the current status in the underlying simulation game;
the virtual character2, which communicates via synthesised speech
and speech bubbles and portrays an expressive visual rendering of
the IA’s embodiment; and a conversation history, allowing the play-
ers to study the evolution of the interaction with the IA.

The Intermediary Agent Brain. The Brain module runs
locally and encapsulates the mechanisms producing the IA’s
(un)collaborative behaviours. As conceptual entity, the Brain medi-
ates between player and underlying game, issuing requests for ini-
tiatives to be implemented and informing about related outcomes.

The Coordination Module. This remotely hosted coordination
medium [14] is realised as Web-based message-board, where other
components can add and retrieve XML-encoded messages.

4. THE BRAIN DISSECTED
The Brain manages the IA’s interaction with the player via

branching dialogues, building on the modelled concepts of trust;
trust change tendency; Dynamic Attitude towards Collaboration
(DAC-levels); and responsibility for initiative choice to generate
believable behaviour. A personality profile shapes the IA’s over-
all pattern of behaviour and informs its emotional reactions to
events. Finally, the IA has some bounded knowledge about the
effectiveness of initiatives3 and personal preferences (friends and
foes among the top managers), that become effective under condi-
tions of limited/no collaborativeness.

4.1 The Conversation Cycle
The behavioural repertoire of the IA comprises two main classes:

talking to the player and idling/waiting for the player’s next dia-
logue move; the two categories are connected by consistent expres-
siveness of the verbal and non-verbal behaviours. Conceptually, the
player–IA interaction develops over conversation cycles, defined in
terms of initiatives issued in sequence in the underlying simulation
game. A conversation cycle is structured into the following stages:

Introduction. This is either some initial greeting of the peers
(e.g., by the IA: “Hello! I am Julie. I will be working with you
in this mission.”), or some statement signalling that the previous
cycle (analysis of the results of the initiative most recently issued)
is concluded, and the next cycle has begun.

Asking for suggestion. This optional stage is entered when
players select an utterance asking the IA for initiatives to imple-
ment next. Depending on its current level of collaborativeness, the
IA can make some proposal, or resist providing a suggestion.

Proposing an initiative. The players propose the initiative to
implement: this need not match any suggestions by the IA. Again,
the IA can accept or resist issuing the initiative in the underlying
simulation. Such resistance allows to instantiate specific sources of
collaboration breakdowns (e.g., unavailability of the IA: “I need to
go out now, please issue your request again later on.”; lack of com-
mitment: “Sorry, I have some other urgent work to finish first!”;
or inter-cultural differences: “I cannot do that, local holidays are
coming and I have no time for any request.”). All of these are mod-
elled in the Brain in terms of specific thematic episodes following
such hallmark resistance moves.

Implementing an initiative. Usually, the IA will eventually de-
cide to implement an initiative, issuing it in the underlying simula-

2Realised using the LivingActor technology by Cantoche.
3Static broad categorisations in terms of riskiness or absolute “No-
No”s (e.g., issuing directives).
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tion. This can occur in full compliance with the player’s request,
can comply only partially (with some or all parameters changed),
or can even be an altogether different initiative.

Coping with results. After an initiative has been implemented,
the IA reports (with varying degree of detail) feedback obtained
about the effect achieved. Players can react with utterances re-
flecting their evaluation of the result (e.g., assigning credits/blame:
“Come on! How could this happen? That is really bad!”); they may
ask for more information, at which the IA may disclose informa-
tion initially kept back; or issue utterances related to purely social
themes (“Say, have you seen the latest news on TV?”).

4.2 Brain Dynamics
The following variables modulate the IA’s behaviour:
Responsibility represents who takes the final decision in issuing

an initiative: Shared, when the players adopt a suggestion by the
IA (and the IA implements it unchanged); IA, when the players’
choice is altered by the IA; Players, when the IA is requested to
issue an initiative it was not consulted about previously.

Trust change tendency represents the agent’s tendency to alter
its trust towards the player. It is influenced by the IA’s evaluation
of the player’s choice of utterance as positive (e.g., being asked
in a friendly manner), negative (offensive authoritative style), or
neutral. It increases when players comply with a suggestion, and
decreases when players disregard it or disagree.

Trust level represents the how much the IA currently trusts the
player. It is updated after an initiative was implemented in the un-
derlying simulation (based on the IA’s rating of the outcome, and
the assigned responsibility); after players’ reactions in the Coping
with results stage; and (only negatively) when the players exceed
a threshold for repeated moves (e.g., insisting on the IA to provide
suggestions, or to disclose further information).

Dynamic Attitude towards Collaboration (DAC) represents
the different classes of collaboration of the IA: for a value of collab-
oration breakdown, the IA does not implement any requested ini-
tiative and implements and suggests only initiatives with bad con-
sequences (if any); when non-collaborative, the IA does neither
offer suggestions nor implement requested initiatives most of the
time; at limitedly collaborative level, the IA may equally provide
suggestions; implement initiatives requested; and provide a com-
plete report of the outcomes, or not; a collaborative IA makes (sup-
posedly) good suggestions and implements initiatives as requested
most of the time; a super-collaborative IA always provides the best
suggestions it can, prevents the player from choosing initiatives
with bad consequences, and gives complete reports of initiatives’
effects. Changes between DAC levels depend on the trust level,
the modelled personality, and the simulation time elapsed. It takes
a personality-dependent amount of increase or decrease over the
current Trust level for the DAC to change; thresholds for changes
between DAC levels increase with simulated time, so that e.g. it
takes exceptionally good progress towards reaching the mission’s
goal to manage to change an uncollaborative IA for the better.

4.3 Personalities and Emotions
Without personality, the behaviour of the IA would vary only

with the level of trust, reflected in its demonstrated degree of col-
laborativeness. To improve believability [13, 15], we employ per-
sonality profiles. Agreeable and disagreeable profiles and related
utterances and interaction themes were defined, given the high im-
pact of trait agreeableness on collaborative topics such as cooper-
ation and social harmony (Fig. 2). Agreeableness also relates to
bipolar facets such as empathy; friendliness; and helpfulness; of
relevance in the social relationship of IA and player, enabling sce-

Figure 2: Welcoming stage with a disagreeable IA.

narios with an unfriendly but highly collaborative, or a friendly but
limitedly collaborative IA.

Using the internal parameters, the reactions of the IA to salient
internal and external events are modelled as emotional appraisals.
Resulting action tendencies are mapped to behaviour parameters
for expressive animation, allowing to model longer-term “mood”
(defined by the current DAC level) with superimposed immediate
but shorter valenced reactions in a principled fashion.

5. RELATED WORK
[5] covers a complex model of trust for a reversed scenario, in

which it is the agent’s task to establish social relationships. Recent
efforts aimed on training include the Tactical Language Training
(TLT) System [10] combining an ITS with a 3D game to practise
language skills in simulated social situations. This application em-
ploys sophisticated language technologies and aims at directly sup-
porting real-time skills; in contrast, we aim for broad deployabil-
ity, focus on more reflected skills, and adopt a workshop scenario,
where human facilitators and learning technologies are used in a
complementary fashion. A similar argument holds vs. the SASO-
ST project and related efforts [6]. This whole list of “heavy” sys-
tems could be seen at the opposite end from ours, but certainly re-
lated in terms of individual component elements identified. Our
overall guiding motif is the development of versatile simulation
technologies and quickly customisable applications; the recently
published game-based ELECT BiLAT system [11] interestingly in-
cludes a number of elements very similar to those employed in our
application: trust as key variable governing the actions of the vir-
tual tutor; classifying activities in terms of required, usual, and
avoids (cf. stages and themes in the conversation cycle); and dif-
ferent kinds of coaching feedback messages (we exploit semanti-
cally annotated feedback from EIS). Another distinguishing aspect
of all applications developed in context of our umbrella project,
is the social set-up, where groups of players discuss turns to take:
In the group setting, people reflect on their motivations for moves
and their internal models of the IA: reflection (and some learning)
happens during the game.
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6. FIRST RESULTS AND CONCLUSIONS
A first evaluation is based on sustained sessions (completing the

mission or exhausting the available simulated mission time) of two
individuals and three workshops (two single-team and one two-
team; teams of four players: MBA students and post-docs). Over-
all, the learners appreciated the concrete scenario and the interac-
tive experience, described as engaging and interesting. The game
was seen to lead to unanticipated situations and capable of secur-
ing the players’ attention over the one hour allotted for completion
of the mission (but for the “break-down group”, see below). The
simulation based workshop was assessed more involving than tra-
ditional teaching methods.

Beyond this general indication of adequacy of the basic design
(corroborating prior WOz studies), the expected issue of a con-
strained conversational repertoire was raised. The IA is currently
limited to just over two hundred utterances (for each of the agree-
able and unagreeable personalities). These suffice to model a few
variants of the stages and themes of conversation cycles at differ-
ent levels of collaborativeness, but need to be augmented to fully
meet the requirements of a 60 minutes playing time at an aver-
age of 2–3 utterances per minute. Such improvement of conversa-
tional competence in perceived sustained variability also requires
extending the explicit history of interaction: The IA currently re-
lies on the implicit representation in the current DAC and Trust
levels (plus Trust Change Tendency within single conversation cy-
cles). Still, the utterance-based branching dialogue appears to be
scalable enough for the bounded universe of interaction.

An individual tester got locked in at a level of limited collab-
oration, consistently failing to identify the last one or two moves
in a series to be “rewarded” a qualitative DAC level increase. To
prevent such degenerate situations, the original design of the DAC
included a momentum term favouring consistent change in either
direction; however, this element was discarded because of early in-
sight that the clearer discrimination of the competence of players
induced was overly unforgiving, especially given that these games
are meant to be played only a very limited number of times at most.
Even so, one learner/player group went through the frustrating ex-
perience of falling into a collaboration breakdown, as a result of
“gaming” attitude characterised by trial and error; shifts in strategy;
and sampling of different interaction approaches, from politeness to
aggression.

These experiences help elucidate the performance criteria of the
present system (and also differences over the related work): given
the purpose of its deployment, catching and resolving degenerate
livelock situations as the ones described falls into the responsibil-
ity of the workshop facilitator, who then has to explain how the
problems encountered were in fact due to the scarcity of the play-
ers’ choices, rather than of the IA, thereby assisting them to re-
alise an actual learning experience. At the same time, alongside the
evident need to expand the range of utterances, the comments of
players faring better in their collaboration experience admonished
to improve the coverage in terms of interaction themes, including
a wider variety of resistance episodes, but also larger flexibility in
turn-taking. This is where we come full circle and elements of the
related work become highly relevant. One challenge ahead is how
to best exploit the capabilities of models as employed there, without
relinquishing the deliberately shallow approach pursued. In addi-
tion, in spite of the encouraging early findings, reconciling the gap
between wall-clock “real-world” interaction with the IA (including
the real-time gaps caused by discussions among players) and the
underlying simulation game, and how to best support suspension
of disbelief/preservation of immersion in this kind of scenarios re-
main a fascinating research issues.
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ABSTRACT 
In this paper, we describe the development of an Embodied 
Conversational Agent (ECA) implementing the concept of a 
companion, i.e. an agent supporting the persistent representation 
of user activities and dialogue-based communication with the 
user. This first experiment implements a Health and Fitness 
companion aimed at promoting a healthier lifestyle. The system 
operates by generating an ‘ideal’ plan of daily activities from 
background knowledge and dialogue interaction with the user. 
This plan then becomes an activity model, which will later be 
instantiated by reports from the user and analysed by the agent 
from the perspective of initial objectives. At various stages of the 
day, the plan can still be adapted through further dialogue. The 
agent is embodied using a wireless rabbit (Nabaztag™) device 
situated in the user’s home. After describing the planning 
component, based on Hierarchical Task Networks (HTN) and the 
spoken dialogue system, we present a working example from the 
system illustrating its behaviour through various phases of user 
activity generation, updating and re-planning. 

Categories and Subject Descriptors 
H.5.1 [Information Interfaces and Presentation]: Multimedia 
Information Systems.   

General Terms 
Algorithms, Human Factors. 

Keywords 
Embodied Conversational Agents, Planning, Human-Computer 
Dialogue, Assistive Systems. 

1. INTRODUCTION 
The successful development of ECA opens the way for many new 
applications. Alongside training, education and entertainment 
applications, virtual advisors [4] and personal assistants [2] of all 
kinds have attracted considerable interest in recent years.  A new 
paradigm for virtual assistants has emerged in the form of 
companions [21], defined by Forbus and Hinrichs [7] as being 
able to interact with users over sustained periods of time, while 
also possessing robust reasoning abilities. 

 
Figure 1: The NabaztagTM device 

In this paper, we describe the development of a physically 
embodied Health and Fitness Companion (HFC), which aims at 
promoting healthier lifestyle for a typical user as office worker. It 
is a central feature of this application to operate in an anytime, 
persistent fashion both in terms of knowledge use and in terms of 
dialogue sessions. The user can decide to interact with the HFC to 
request specific advice but, in the long term, its main mode of 
operation should be to embed such advice inside more open 
conversation whose topics will be dictated by the context in 
which they take place (time of the day, user expected or intended 
activities).  

The HFC is embodied using the Nabaztag™ device (Figure 1), a 
commercial wireless rabbit character [18] already recognised as 
one of the most successful ubiquitous computing devices in terms 
of consumer adoption and potential for applications. 

2. RELATION TO PREVIOUS WORK 
This work relates to previous research in several ways, both in 
terms of similar applications and through its underlying technical 
choices in planning and dialogue. 

Several groups have described assistive systems for daily life or 
office work, although not all of them as ECA. The Autominder 
system [12] [14] is an autonomous mobile robot that can ‘live’ in 
the home of an older individual, and provide him or her with 
reminders about daily plans”. The CALO project aims at 
developing a personal assistant helping an office worker to deal 
with information and task overload [13] [2]. The POLLy system 

Cite as: A ‘Companion’ ECA with Planning and Activity Modelling (Short 
Paper), Cavazza, M., Smith, C., Charlton, D., Zhang, L., Turunen, M., 
Hakulinen, J., Proc. of 7th Int. Conf. on Autonomous Agents and 
Multiagent Systems (AAMAS 2008), Padgham, Parkes, Müller and Parsons 
(eds.), May, 12-16., 2008, Estoril, Portugal, pp. 1281-1284.  
Copyright © 2008, International Foundation for Autonomous Agents and 
Multiagent Systems (www.ifaamas.org). All rights reserved. 
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Figure 2: The various phases of interaction with the HFC: Plan generation, activity reporting, plan adaptation or replanning. 

[10] has been developed to research politeness in the context of 
task-based interactions (more specifically, cooking). In this 
system, dialogue would however take place over plan execution. 

Several dialogue systems have used plans as underlying 
knowledge models, in particular for the representation of joint 
user-system tasks since the original TRAINS project [5]. Similar 
approaches to decompositional planning as task representations or 
baseline plans have been described, for instance, in TRIPS’ 
“straw plans” [6] or WITAS’ “recipes” [9].  

3. SYSTEM OVERVIEW 
For this first prototype, we have devised an interaction scenario 
which assumes that the HFC is located at the user’s home, and 
consequently the user will only interact with it during specific 
phases of his working day: in the morning before leaving for work 
and in the evening just after returning from work but before any 
further leisure activities. This in turn determines various phases 
for relating dialogue to planning (Figure 2), and for the nature of 
dialogue itself:  

- plan generation: to plan the day’s activities ahead (e.g. in the 
morning, sometimes leaving certain options open for later in the 
day). 

- activity reporting: to report on activities which took place during 
the day to instantiate a posteriori the task model. This type of 
dialogue depends mostly on the user but has to be primed by 
relevant questions from the NabaztagTM. 

- plan adaptation: to adapt a portion of the plan or re-plan an 
entire phase of the day before it takes place, depending on 
changing user conditions rather than on the outcome of previous 
phases 

In line with the philosophy of a companion agent, we want to 
depart from task-related dialogue sessions during which the user 
would be systematically asked for required parameters, with the 
system leading dialogue and acknowledging all user input. More 
natural and asynchronous communication can be based on the fact 
that the agent possesses background knowledge on the user’s 
preferences and her activities. For instance, when elaborating a 
plan for the user’s daily activities, the system will only enquire 

about specific situations (e.g. the weather conditions or the user’s 
mood) or the user’s preferences. 

4. SYSTEM ARCHITECTURE 
The first HFC prototype, as presented in Figure 2, is implemented 
with a generic agent-based architecture designed for adaptive 
spoken dialogue systems [19]. It has been used in several spoken 
dialogue systems, including a multilingual spoken dialogue 
system [20]. In the HFC, this architecture is extended to support 
interaction with virtual and physical Companions. 
Our architecture is based on distributed but coordinated 
components, shared system knowledge and a general system-level 
adaptation mechanism. The system architecture is distributed so 
that different managers and agents can run on different computers 
and platforms. It is similar to certain central components found in 
other speech architectures, such as the HUB in the Communicator 
architecture [16], and the Facilitator in the Open Agent 
Architecture [11].  

4.1 Speech Input and Output 
The Communication Manager handles all input and output 
management. It includes devices and engines that provide 
interfaces to technology components. Most importantly, in the 
HFC it includes components to control Loquendo™ ASR and 
TTS components and the physical agent interface. The system 
uses recognition grammars in “Speech Recognition Grammar 
Specification” (W3C) format that are dynamically selected by the 
Modality Manager according to the current dialogue state. 
Dynamic grammar generation also takes place in certain 
situations. 
In the first prototype natural language understanding is based on 
the concept-spotting approach, using heavily "Semantic 
Interpretation for Speech Recognition (SISR) Version 1.0" (W3C) 
format information. Semantic information provided by the SISR 
tags is combined with the dialogue state to construct predicates 
compatible with the planning domain.  

Natural language generation is implemented with a concept-based 
approach, mostly using templates. The main starting point is 
predicate-form task descriptions formed by the cognitive model. 
Further details and contextual information are retrieved from 
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dialogue history, the user model, and potentially other sources. 
Finally, SSML (Speech Synthesis Markup Language) 1.0 tags are 
used for controlling the Loquendo™ synthesizer. 

4.2 The Physical Agent Interface 
For a physical agent interface, the jNabServer software was 
created to handle communication with the NabaztagTM. The 
NabaztagTM device can handle various forms of interaction, from 
voice to touch (button press), and from RFID 'sniffing' to ear 
movements. It can respond by moving its ears, by displaying or 
changing the color of its four LED lights. It can also play sounds 
which can be music, synthesised speech or other voices. 

4.3 Dialogue Management 
The Dialogue Manager takes care of conversational strategies and 
communicates with the planner that generates the user activity 
model. Together, they use hierarchical task decomposition and a 
dialogue stack similar to CMU Agenda [15] and RavenClaw [3] 
systems. The dialogue manager maintains a dialogue history tree 
and communicates facts and user preferences to the planner at the 
various stages of plan elaboration and task instantiation (Figure 
2). The planner (implemented in Allegro Common Lisp) is 
connected to the software architecture via the Cognitive Model 
Manager. The integration between the Planner and the dialogue 
system is based on a mapping between the dialogue lexicon 
semantics and the Planning domain, as presented in detail in 
Section 5. 

5. ACTIVITY MODEL PLANNING 
In order to fulfil his role as an assistant, the system generates a 
global plan corresponding to an ideal course of action for the 
user’s daily activities. The system uses planning techniques to 
generate a reasoned top-down decomposition of user activities, 
implicitly ordered to follow the rhythm of a normal day itself. The 
central idea of our approach is that this plan in turn becomes a 
task model representing potential user activities which will be 
instantiated by user reports.  
Establishing the plan consists in generating user activities in a 
way which maximizes energy expenditure and minimises food 
intake, within the boundaries of normal activities. There is an 
implicit agreement that the user will actually follow the plan for 
the ‘standard’ part of her activities, and for those actions 
explicitly discussed with the Nabaztag™. 

5.1 Plan Generation 
We use Hierarchical Task Network Planning with a total-order 
forward decomposition algorithm [8], which has been specifically 
extended to incorporate semantic knowledge in the decomposition 
process. That is to say, when there are multiple applicable 
methods, selection of the most appropriate method is based on a 
heuristic approach that uses semantic categorisation.  
To illustrate this, we look at the high level task of travelling to 
work from home (‘Medium-Distance-Travel Home Work’, 
which is part of the Plan-Day domain). The task can be 
decomposed into eight different options depending on how the 
user will travel to work. In terms of the AND/OR tree, this 
involves a root node holding the ‘Medium-Distance Travel 
Home Work’ task with an OR-branch node holding five task 
nodes (see Figure 3). 

I actually prefer to 
take the bus.

(pref-for bus-travel)

(:semantic-tags 
(:exercise-high 

:time-high
:walking-travel 

:weather-dependent))

Medium-
Distance-Travel

Walking
-Travel

Cycling
-Travel

Driving
-Travel

N-Stop-
Bus-

Travel

Bus-
Travel

(:semantic-tags 
(:exercise-medium 

:time-medium
:bus-travel 
:weather-

dependent))

(:semantic-tags 
(:time-low 
:driving-
travel))

(:semantic-tags 
(:exercise-low 

:time-low
:bus-travel))

 
Figure 3: Plan Generation with Semantic Knowledge 

The various options outline various ways of getting to work 
including walking or taking the bus. (The ‘n Stop’ option for bus 
indicates getting off a couple of stops early, so as to get more 
exercise.) The definition of each in the domain includes semantic 
tags which are used to contrast the differing properties of each 
option. These semantic descriptions correspond to domain 
knowledge which should be activated from dialogue. 
The initial state of the planner (in Figure 3) contains a recent 
preference for bus travel generated from dialogue with the user. 
This preference ensures that Medium-Distance-Travel-n-
Stop-Bus scores higher than the other Medium-Distance-
Travel options and thus this task is selected to decompose further. 

5.2 Activity Reporting 
Once a plan has been generated it becomes a task model for user 
activities and rests on the assumption that the user will generally 
follow the plan, with however potential for departing from it. It is 
thus necessary to update the task from the user herself at different 
stages, for instance when the user returns from work, following 
the cycle of interaction described on Figure 2. This is done by 
traversing the AND/OR graph defining the plan and marking task 
nodes as completed or failed based on the information available 
(although strictly speaking, this is not a case of the plan “failing” 
as it is only used as a resource). 

5.3 Plan Adaptation 
Plan adaptation consists in surface modifications to the planned 
activities [17]: from a task decomposition perspective, adaptation 
can be formalised as only involving the lower levels of task 
decomposition. After the plan has been generated the user may 
wish to change some aspect of it without generating a whole new 
plan. This is accomplished by the user rejecting a current task 
which results in the planner being re-activated and backtracking 
to the nearest overarching OR branch and generating a new sub-
plan from the remaining nodes. 

6. CONCLUSIONS AND FURTHER WORK 
We have described a first implementation of a ‘Companion’ ECA 
generating and analysing user activities so as to influence his/her 
behaviour. We have adapted the level of plan elaboration to 
several factors, amongst which the constraints of interacting only 
when the user is at home as well as a desire to allow more flexible 
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interaction and to avoid the type of complex negotiation and 
acknowledgement seen in related dialogue systems.  
However, a natural extension of the system is to support some 
phases of real-time dialogue-based Mixed-Initiative Planning [1], 
in which the user would take a greater interest in the details of his 
daily activities. There is probably a balance to be found between 
user control and the burden of interaction and negotiation.  
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ABSTRACT 
In this paper, we present a prototype that helps visualizing the 
relative importance of sentences extracted from medical texts 
using Embodied Conversational Agents (ECA). We propose to 
map rhetorical structures automatically recognized in the 
documents onto a set of communicative acts controlling the 
expression of an ECA. As a consequence, the ECA will dramatize 
a sentence to reflect its perceived importance and rhetorical 
strength (advice, requirement, open proposal, etc). This prototype 
is constituted of three sub-systems: i) G-DEE, a text analysis 
module ii) a mapping module which converts rhetorical structures 
produced by the text analysis module into communicative 
functions driving the ECA animation and iii) an ECA system. By 
bringing the text to life, this system could help their authors (in 
our application, expert physicians) to reflect on the potential 
impact of the writing style they have adopted. The use of ECA re-
introduces an affective element which cannot easily be captured 
by other methods for analyzing document’s style.  

Categories and Subject Descriptors 
H.5.1 [Multimedia Information Systems] Animations; J.3 [Life 
and Medical Sciences]: Medical information systems; I.2.11 
[Document and Text Processing]: Document Preparation - 
Markup languages - Hypertext/hypermedia. 

General Terms 
Algorithms, Human Factors. 

Keywords 
Embodied Conversational Agents, Document Engineering, 
Markup languages. 

1. INTRODUCTION 
The conversion of text to other modalities has been proposed 
initially as a means to facilitate access to its informational 
content. In recent years, the use of ECA to read aloud documents 
using Text-To-Speech (TTS) has gained increased popularity, due 
to progress in animation and speech synthesis. However, more 
sophisticated applications can be envisioned if one realises the 
potential of an ECA to reflect more than just the informational 
content of the text [2, 7, 13]. ECAs have been demonstrated to 

bring added value (such as disambiguating text, adding 
communicative and affective information) to many applications 
for which a more human-like presentation [8] is beneficial, 
including assistance, help and guidance [1,2]. 

In this paper, we introduce a first prototype developed to visualize 
the importance of specific sentences within medical documents 
using an ECA. Clinical guidelines are normative texts, aimed at 
physicians, produced by various Health authorities, which 
promote best practice in Medicine, based on the concept of 
evidence-based medicine. They are complex documents which 
require significant amounts of specialized knowledge for their 
production. Clinical guidelines are based on the notion of 
recommendation, which are syntactic constructs associated to a 
strong rhetorical value. For instance, “The administration of low 
doses of aspirin (75 mg/day) is recommended for hypertensive 
patients with type 2 diabetes in primary care.” One main 
challenge associated to the clinical guidelines’ production is to be 
able to anticipate the impact of the specific recommendations they 
contain as a function of the style used. This is why we propose the 
automatic visualization of recommendations, as animating a 
recommendation through an ECA to restore the link between 
document content and the original committee discussion which 
decided on its formulation. 

2. SYSTEM OVERVIEW AND 
ARCHITECTURE 
The system presents itself as an ECA interface “reading aloud” 
specific recommendations extracted from a clinical guideline. It is 
actually constituted of three sub-systems: i) a document 
engineering environment, G-DEE [6] (Guidelines Document 
Engineering Environment) which automatically identifies the 
most relevant sentences of a guideline (the recommendations), ii) 
a mapping module which converts those recommendations into 
the communicative act format used by the ECA, a mark-up 
language known as APML [5] and iii) an ECA system called 
Greta [10]. The system operates as follows. Firstly, G-DEE is run 
offline to analyse the clinical guideline as a whole. It produces a 
document in which all recommendations are identified through a 
set of specific mark-ups for their operators and the contents they 
apply to (referred to as the scopes of the operator). An example of 
scopes marking-up is:  
“<Front-scope> The administration of low doses of aspirin (75 
mg/day) </Front-scope> <Op_Reco> is recommended 
</Op_Reco> <Back-scope> for hypertensive patients with 
diabetes type 2 in primary care </Back-scope>.” 
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Figure 1. Overview of the architecture. 

A marked-up recommendation appears as highlighted text in G-
DEE (Figure 1). This text fragment can be selected interactively, 
which then triggers the generation of an APML file animating 
Greta on that sentence (the generation uses an XSLT conversion 
module). During this process, tags on communicative acts linked 
to recommendation strength are added to the text, as the result of 
the automatic mapping of rhetorical structures. Finally, Greta 
processes this APML file and utters the corresponding 
recommendation, displaying appropriate nonverbal behaviour, 
which reflects the importance of the recommendation and places 
emphasis on relevant scopes. In this way, the actual strength of 
the recommendation and its potential impact can be visualized. 

3. AUTOMATIC EXTRACTION OF 
RECOMMENDATIONS FROM TEXTS 
3.1 The Document Engineering Environment 
We are interested in clinical guidelines that belong to the generic 
category of normative texts, to which much research has been 
dedicated. G-DEE [6] supports multiple document processing 
functions including the automatic recognition of 
recommendations using shallow NLP techniques recognizing 
deontic operators in medical texts such as “authorize”, “forbid”, 
“ought to”. Let us now consider the different aspects that 
determine the strength and emphasis of a recommendation. 
Firstly, deontic operators fall within the broad categories of 
permission, obligation or interdiction. Within these broad 
categories, specific deontic operators can be classified according 
to their “strength”. Strength is not just an issue of vocabulary, but 
relates also to syntactic constructs (which have been uncovered as 
part of the process of deontic operator extraction). In other words, 
that a specific drug “should not be used” is stronger than it being 
“not recommended”. It can also be noted that this concept bears 

some similarity with the illocutionary strength of communicative 
acts (which constituted our initial inspiration for this project). 

3.2 The Greta Platform 
The Greta agent [10] used in these experiments is a platform 
developed for research in non-verbal behavior, including an 
animation system with facial parameters supporting detailed 
expressive animations synchronized to a TTS system. Greta’s 
animations are controlled using instructions in the APML 
language [4]. Communicative acts are gathered in classes 
depending on the information they convey [11]. In particular, 
previous study [12] have been conducted to elaborate the links 
between performatives (communicative acts), such as: suggest, 
propose, refuse, etc., and facial expressions. Three main classes of 
performatives have been considered: request, inform and 
question. Performatives of the class request have been 
characterized along three dimensions: i) to whom is the action 
requested, ii) how certain one is of the information being provided 
and iii) the power relationship between interactants [12]. Based 
on the representation of performatives along these three 
dimensions, we have proposed a mapping between each of these 
dimensions and the ECA’s facial expressions. That is, the facial 
expression associated to a given performative is obtained by 
combining the expressions arising from each dimension. Being 
certain or uncertain can be shown on the eyebrow region: one 
frowns when being very much certain of what one says, but raises 
eyebrows if uncertain. Head orientations (such as head kept 
straight up or tilted aside) can be a sign of a power relation: 
submissiveness is often shown by displaying our neck [4] while 
dominance is characterized by a straight up head). Performatives 
also contain an intrinsic emotional factor. A frown marks the 
performative ‘order’ as one can get angry if the interlocutor does 
not comply with the requested action. 
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4. RELATED WORK 
Our work focuses on conversational agents for visualising 
rhetorical structures extracted from medical texts. It is related to 
storytelling agents [3], or emotionally expressive agents [1], with 
two important differences. The first one is that the ‘emotional’ 
content to be visualised is actually related to the importance and 
authority of a text fragment, rather than to its dramatic qualities. 
The second is naturally the application area, and the practical use 
of such a system to estimate the impact and readability of a given 
document style. It should be also emphasized that these 
documents have no less emotional impact because they’re 
directed at a physician’s audience: issues of importance, authority 
and responsibility generate powerful emotional responses as well. 
No work has yet reported the use of ECA to explore medical text 
perception by physicians. Clinical guidelines are based on the 
notion of recommendation which is a rhetoric structure advising 
or forbidding a specific course of action (from a pragmatic 
perspective this corresponds to a deontic operator). These 
recommendations have a significant emotional content which is 
linked to notions of authority and responsibility. 

5. IDENTIFYING THE RHETORICAL 
STRENGTH OF RECOMMENDATIONS 
Physicians do not always identify the most important information 
when they read clinical guidelines because of the variable quality 
of their formulation, and phenomena of ambiguity, imprecision, 
and vagueness [9]. The physician’s background has also been 
shown to play a role in their interpretation of guidelines [6]. In 
order to formalize the concept of rhetorical strength of a 
recommendation, we conducted a study involving 14 medical 
experts from INSERM (French National Institute for Health) and 
the French National Authority for Health (HAS). These experts 
rated the strength of 37 recommendations extracted from recent 
clinical guidelines published by the HAS. They ranked the 
strength of each recommendation according to a predefined six-
point scale defined as follows: 

CAT1- well-identified best practice, which is compulsory 
CAT2- a practice well adapted to the clinical situation that 
presents demonstrable benefits  
CAT3- accepted practice which can be advised, or to be 
considered 
CAT4- a possible practice left to the discretion of the physician 
CAT5- a statement explaining a given clinical practice  
CAT6- a useful information item 

Figure 2. Categories for evaluating the strength of 
recommendations. 

For each deontic verb used in recommendations, we are able to 
associate a numerical score quantifying its rhetoric strength. This 
analysis will serve as a starting point to map the rhetorical 
strength of deontic expressions onto the emotional categories of 
Greta. 

6. MAPPING RHETORICAL 
STRUCTURES ONTO MULTIMODAL 
COMMUNICATIVE ACTS 
The process by which the rhetorical strength of textual 
recommendations will be visualized rests on a mapping from 
deontic operators onto multimodal communicative acts. These can 
be described as the dynamic expression of traditional speech acts 

(order, advice, propose …), using speech parameters and dynamic 
animation of non-verbal behavior, in particular facial expressions. 
The rationale for such a mapping derives from the pre-existing 
commonality between certain deontic operators, used in the 
description of recommendations, and the set of primitive speech 
acts embedded in the APML control language (which already 
contains speech acts such as advise), although the two were 
developed independently by different authors. This mapping 
attempts to generalize these commonalities by relating deontic 
operators to communicative acts, but also their perceived strength 
to the rheme part [14] of APML expressions, corresponding to the 
intentional structure that contains the new information. We have 
elaborated the mapping between the six categories of the strength 
scale and the performatives by considering the common values for 
these 3 dimensions (Figure 3). 

CAT1 (to impose / APML: ‘order’) - only the frown is kept, as the other 
behaviours are also power signs. To highlight the importance, emphasis is 
added through head nods. 
CAT2 (to recommend / APML: ‘recommend’) - represented by a less 
intense frown. 
CAT3 (to propose / APML: ‘advice’) - displayed using the eyebrow 
shape (slight rising of the eyebrows). 
CAT4 (may / APML: ‘suggest’) - characterized by raised eyebrows and 
tilted head. 
CAT5 (rarely indicate / APML: ‘inform + emphasis’) - translated by 
looking at one’s addressee and performing a head nod on the emphasised 
word. 
CAT6 (should be suspected / APML: ‘inform’) - displayed through gaze 
behaviour, namely looking at the addressee. 

Figure 3. Mapping between strength and performative type. 
The following example corresponds to Category 2. The dedicated 
style sheet enables to transform a marked-up recommendation to 
an APML format (Figure 4) that supports the mapping of the “il 
est recommandé” (“it is recommended”) deontic verb to the 
recommend performative type. 

<apml> <performative type="recommend"> <rheme> <emphasis x-
pitchaccent="Hstar">Il est recommandé</emphasis> de réaliser un 
écho-Doppler veineux lors de la prise en charge de tous les patients 
présentant un ulcère des membres inférieurs. </rheme></performative> 
</apml> 

Figure 4. The resulting APML file corresponding to a 
recommend performative type. 

The corresponding expression for Greta (Figure 5- left) consists 
of a recommendation with an emphasis on the deontic verb “il est 
recommandé” (it is recommended) and a raised eyebrow, while 
the suggest communicative act (Figure 5- right) is associated to a 
slight raising of the eyebrows and a head nod. 

  
Figure 5. Expressions for recommend (left) and suggest (right). 
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7. PRELIMINARY USER EVALUATION  
We conducted a preliminary evaluation of the system with 6 
medical experts drawn from the group of the 14 experts that 
participated in the definition of recommendations’ strengths. For 
this evaluation, 9 recommendations, automatically extracted by 
G-DEE, were visualized by Greta according to their rhetorical 
strength. The main objective of this evaluation consists of 
determining whether Greta improves the perception of the 
recommendations’ strength, for instance by generating a stronger 
consensus or helping to disambiguate between categories. For this 
evaluation, we produced 9 videos representing Greta reading the 9 
sentences with their corresponding communicative acts. These 
videos were presented to each of the 6 medical experts to rate the 
recommendation strength they perceived when Greta read the 
different recommendations. The average strength as well as the 
standard deviation were calculated for each recommendation, 
with and without Greta (Figure 6). 
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Figure 6. Impact of Greta on the standard deviation of 

experts’ judgments of recommendations’ strength. 

8. DISCUSSION AND CONCLUSION 
Finding the best formulation for a recommendation is a complex 
process, which often involves multiple cycles of discussion and 
negotiation within expert working groups. However, these 
revisions often take place after the initial document has been 
assembled. They are then disconnected from the consensus group 
discussions in which social and nonverbal behaviour plays an 
important part in highlighting the importance of specific 
recommendations. To a large extent, the system presented here 
can restore the link between the wording of a recommendation 
and its intended impact on the reader. It should help selecting the 
appropriate level of emphasis required, as well as balancing the 
importance of recommendations across the document as a whole. 
Our preliminary results suggest that Greta has an impact of the 
perception of recommendations strength. The significance of the 
overall distribution was tested by one-way ANOVA which 
showed this result to be statistically significant (P < 0.0474). Most 
importantly, we observed a significant effect of Greta on the 
standard deviation of perceived recommendations’ strength, and 
that effect is more pronounced for intermediate categories, such 
as CAT3 and CAT5. We can argue that the diminution of the 
standard deviation with Greta corresponds to a better consensus 
between medical experts. These first results are encouraging and 
future work will consist of evaluating this approach with a larger 
test set of recommendations, also using more sophisticated 
expressive mechanisms such as gestures. 
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ABSTRACT 
To create realistic and expressive virtual humans, we need to 
develop better models of the processes and dynamics of human 
emotions and expressions. A first step in this effort is to develop 
means to systematically induce and capture realistic expressions 
in real humans. We conducted a series of studies on human 
emotions and facial expression using the Emotion Evoking 
Game (EVG) and a high-speed video camera. In this paper, we 
discuss a detailed analysis of facial expressions in response to a 
surprise situation. We provide details on the rich dynamics of 
facial expressions, along with data useful for animation of 
virtual human. The analysis of the data also revealed 
considerable individual differences in whether surprise was 
evoked and how it was expressed.    

Categories and Subject Descriptors 
I.2.11 [Distributed Artificial Intelligence]: Intelligent agents 
I.3.7 [Three-Dimensional Graphics and Realism]: Animation 

General Terms 
Measurement, design, experimentation, human factors, theory. 

Keywords 
Facial expression, emotions, virtual human expressiveness. 

1. INTRODUCTION 
The expression of emotion promises to be the elixir that can 
make an embodied agent come to life. It is not surprising that as 
work on embodied agents has progressed, there has been an 
increasing interest in creating agents with human-like emotions 
and expressive facial expressions. Significant progress has been 
made in this area, but the promise has not been fully realized.  

What’s wrong with embodied agent’s facial expression and how 
can we improve it? One approach is to draw on research on 
human emotions and emotional expression. Existing research in 
psychology often has not looked at human emotions and facial 
expression at the level of detail needed to inform agent design. 
For example, questions concerning the dynamics of emotional 
expression have largely not been addressed. In our work we 
have undertaken to closely study human emotions and 

emotional expression to develop improved ways of modeling 
emotions and their expression. The methodology we employ 
requires first a systematic method for emotion evocation and 
second a method to record in detail the facial expression. 

Traditionally, researchers have employed a wide range of 
stimuli to evoke emotions. These include displaying images or 
videos with emotional impact (Lang et al., 1999), recall 
emotional events (Frijda et al., 1989), interacting with a human 
confederate (Stemmler et al., 2001), and etc. In this study, we 
used a computer game called Emotion Evoking Game (Wang, 
Marsella 2006). EVG allows researchers to systematically 
explore factors that elicit emotion. The use of computer video 
games promises several benefits over the traditional approaches 
such as inducing task-related emotions and social emotions. 
Previous study found that EVG can reliably induce emotions 
and facial expressions (Wang, Marsella 2006).  

Given EVG to systematically evoke emotions, we still need a 
way to record in detail the resulting facial expression. Earlier 
work on EVG clearly identified the weakness of using standard 
video cameras to record facial expressions. Much of the fine 
detail in the dynamics was lost at standard frame rates. This is 
not too surprising. Some facial expressions can be fleeting. 
Ekman (1985) argues that micro-expressions can be on the order 
of 40 ms. We also know that they can be subtle (Ekman 1985), 
with dynamic properties that can impact human interpretation 
(Parkinson et al., 2005). To study human facial expression 
closely, we need a high speed camera to capture the richness 
and subtlety of facial expression at a fine grain level.  

Armed with EVG and a high-speed camera, we have begun to 
study facial expressions in earnest. In this paper, we discuss 
further evaluation of EVG’s ability to evoke emotions 
systematically. We investigate what are the dynamics of human 
facial expression and what do those dynamics tell us about 
modeling embodied agents. The study reported here reveals the 
highly dynamic nature of facial expression, providing detailed 
timing information that can guide animation design.  

2. Related Work 
There is a large body of research that addresses questions 
concerning the relation of facial expressions to underlying 
emotions, and the impact of facial expressions as a 
communicative function that mediates social interaction. Studies 
by Ekman, et al. (1982) indicate that facial expressions can 
provide accurate information about emotion. Fridlund (1994) 

Cite as: Individual Differences in Expressive Response: A Challenge for 
ECA Design (Short Paper), Ning Wang, Stacy Marsella, Tim Hawkins, 
Proc. of 7th Int. Conf. on Autonomous Agents and Multiagent Systems 
(AAMAS 2008), Padgham, Parkes, Müller and Parsons (eds.), May, 12-16., 
2008, Estoril, Portugal, pp. 1289-1292.  
Copyright © 2008, International Foundation for Autonomous Agents and 
Multiagent Systems (www.ifaamas.org). All rights reserved. 1289



argues that expressions do not correlate to underlying emotions 
and rather has evolved to elicit behaviors from others. He 
contends that expressions are inherently social.  

Research by Ekman (1982) shows that facial expression is a 
pattern of activities across the face. Darwin (1872) suggested 
that surprise is a biologically determined facial display 
consisting of three components: eyebrow raise, widening of the 
eyes, and opening of the mouth/jaw drop. Other research argues 
that facial expressions of emotion are more often partial than 
complete (Carroll, Russell 1997; Reisenzein 2000). Studies by 
Reisenzein (2006) find that surprise doesn’t correspond to the 
three component display model. 

EVG (Wang, Marsella 2006) is built on the ideas first realized 
in the GAME (Kaiser, Wehrle 1996). As a platform for 
conducting facial expression experiments, EVG provides us 
with the opportunity to study these different theories and 
explore the significance for embodied agents design. 

3. EVG: The Emotion Evoking Game 
EVG is adapted from a game called Egoboo (2000). It is 
implemented as a role-playing dungeon adventure game. The 
current setup includes events targeted to evoke five emotions: 
boredom, surprise, joy, anger and disappointment, in order. The 
story in the current study is that the player, accompanied by a 
teammate (a non-player character), starts out in an underground 
palace to collect 2000 units of gold. In the end, the player 
defeats the enemies and successfully collects 2000 units of gold. 
Then the teammate betrays the player by killing him and 
stealing the gold. There are five main emotion evoking phrases 
of this setup. This paper focuses on the stage called “Shock-and-
Awe”, during which the player faced sudden appearance of 
powerful enemies for the first time. Detailed descriptions of the 
other four stages can be found in Wang, Marsella (2006). 

4. EVG Study 
The focus of the study is emotions and expressions of player 
during Shock-n-Awe. We had the following hypotheses. 
H1: Shock-n-awe event will induce self-reported surprise. 

H2a: Subject would display raised eye-brow in response to 
Shock-n-awe event. 

H2b: Subject would display mouth open / jaw drop in response 
to Shock-n-awe event. 

H2c: Subject would display widened eyes in response to Shock-
n-awe event. 

H3: There is a correlation of self-report of surprise and display 
of surprise facial expression in response to Shock-n-Awe event. 

4.1 Method 
Participants: Thirty-five people (40% women, 60% men) 
participated in this study. They were recruited from 
craigslist.com and were compensated $20. 

Procedure: Subject first read and signed the consent form and 
then filled out the pre-questionnaire packet. Next, the subject sat 
in front of the experiment computer and read the following 
message shown on the welcome screen of EVG: 

“Collect gold in the underground palace. Your goal is to collect 
2000 gold. Your name is Louis. Alexis is your team member. 
Alexis can help you heal. Alexis has the key to the last 
chamber.” 

The subject then went through a training level to get familiar 
with the game controller. Next the subject started to play EVG. 
After that, the subject filled out the post-questionnaire packet. 

Apparatus: A Vision Research Phantom v10 camera was used 
to capture facial expression at 240 fps. To produce enough light 
for the camera, the computer room was lit by 15 floor lamps 
with 3 100-Watt equivalent florescent light bulbs on each lamp. 

Measures: Self-report of appraisal and emotion is measured 
using five copies of a questionnaire modified from Geneva 
Appraisal Questionnaire (GAO). Subjects were asked to report 
five events or moments that he/she felt emotions during the 
game. Two minutes of subject’s facial expression (last two 
minutes before the game ends) was captured. A certified FACS 
coder viewed the video and marked appearance of raised 
eyebrows (AU1 and AU2), widened eyes (AU5) and mouth 
open/jaw drop (AU25, 26 and 27) after Shock-n-Awe event.  

4.2 Result 
4.2.1 Testing of Hypothesis 
Data from 6 subjects are excluded due to technical difficulties. 
As a result, data from 29 subjects are reported.  

In the post-questionnaire, 65.5% of the subjects reported feeling 
surprise at Shock-n-awe. Table 1 compares the display of 
different components of surprise facial expression between all 
the subjects and those subjects who reported feeling surprise. 
Out of the three components of the surprise facial expression, 
mouth open and jaw drop was displayed most often. But only 5 
subjects showed widened eyes with low intensity. Interestingly, 
even though over half of the subjects displayed at least one of 
the components of the surprise facial expression, no subject 
showed all three components described by Darwin (1872). In 
addition, 47.4% of the subjects who reported surprise didn’t 
show any of the three components. 

Table 1: Percentage of the subjects that displayed different 
components of surprise facial expression 

 Overall Reported Surprise
Raised Eyebrow 20.7% 21.1%
Widened Eyes 17.2% 10.5%
Mouth Open/Jaw Drop 41.4% 52.6%
Raised Eyebrow + Widened Eyes 3.4% 0
Raised Eyebrow + Jaw Drop 17.2% 21.1%
Widened Eyes + Jaw Drop 6.9% 10.5%
Any one component 51.7% 52.6%
Any two components 24.1% 31.6%
All three components 0% 0%
None of the three components 48.3% 47.4%

4.2.2 A Closer look at surprise facial expression 
In our data, we noticed great richness and dynamics of 
expressions across all subjects. Figure 1 shows one subject’s 
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response to the Shock-n-Awe event. The subject started with 
slightly parted lips and tightening of the eyebrows as he first 
walked into the last chamber (frame 0). We noticed a very high 
percentage of the subjects displayed tightening of the eyebrows 
at this stage. This could probably due to confusion or the 
lighting in the room. As the subject in Figure 1 saw the enemy 
appear, his eyes started to widen (frame 25), followed by raising 
eyebrows, further tightening of eyebrows and opening his mouth 
(frame 55). Then, the subject appeared to realize that he is under 
attack by more powerful enemies. We start to see funneling of 
the lips and further tightening of eyebrows (frame 110). Next, 
the subject looked down on his game controller to search for the 
attack button (frame 215), probably because he’s still not very 

familiar with the controller. After finding the attack button, the 
subject’s inner eyebrows were more relaxed and lips were less 
funneled (frame 265). As he getting ready to fight the enemy, 
subject’s eyebrows started to raise (frame 295), lips started to 
tighten (frame 340) then funneled again (frame 370). Gradually, 
subject returned to a face similar to when he started (frame 425 
to 505). All these happened within 506 frames, slightly over 2 
seconds. 

To further analyze the timing of different components of the 
facial expression, we annotated the start, apex, sustain and end 
of each facial expression. Onset is the time between start and 
apex. Offset is the time between end of sustain and the end. In

 
Figure 1. Richness dynamics of facial expression change in response to Shock-n-Awe event 

 

 
Figure 2. Timing of different components of surprise facial expression in reaction to Shock-n-Awe event 

1291



our sample, the average onset of mouth open / jaw drop is .49 
seconds. The average onset of eyebrow raise is also about .49 
seconds. Both onsets range from 1/10 of a second to just over a 
second. Even though the average onsets of mouth opening and 
eyebrow raise are the same, in most cases, the onsets of these two 
components are different. We didn’t have enough data to compute 
the average onset of eyes widen or the difference between the 
start of different facial components. 

In our data, some subjects “completed” the surprise facial 
expression. Their face returned to what it was before the surprise 
expression started. However, there is great diversity in the offset 
of the surprise facial expression. For the subject in Figure 2, after 
the expression reaches the apex, the intensity of the components 
that involved in the expression gradually decrease but don’t return 
to the intensity before they started. They either drop to a lower 
intensity, stay that intensity for a long time, or other facial 
components start to take action and change the facial expression. 
For example, instead of closing the mouth, the open mouth would 
morph into a smile. 

5. Conclusion 
Overall, the results reveal considerable differences across subjects 
in terms of the emotions evoked and expressed. For example, in 
subjects who reported surprise, 47.4% showed none of Darwin’s 
three components of surprise. And no one showed all three 
components. Only 17.2% of subjects showed widened eyes. In 
some cases, instead of showing widen eyes (AU5), subjects 
showed a decrease in intensity of eye closer (AU43). This means 
that the eye lids changed from a relaxed more closed state to a 
relaxed more open state instead of tightened more open state. 
Sometimes the subject’s head is much higher than the computer 
monitor. This probably made the subject to look down by 
dropping the eye lids. 
Careful study of these high-speed captures reveals remarkable 
dynamics and variability of the facial expression over time. This 
suggests that a repository of such capture will be a valuable asset 
for animating and/or computer modeling of facial expression. 
In conclusion, we evaluated EVG and explored the relation 
between emotion and emotional expression. We found EVG was 
very successful in evoking emotions and a wide range of facial 
expression. We found considerable variability between surprise 
and facial display of surprise. Our data also reveals the highly 
dynamic nature of facial expression and that emotions are 
expressed differently from one individual to another. These 
results suggest that virtual humans can’t be one-size-fits-all. We 
need to design embodied characters in more flexible ways that 
accommodate and convey individual differences. More 
importantly, these results argue that more emphasis on the 
dynamics of facial expression is required and we may need to 
evolve beyond fixed, canned animations. 
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ABSTRACT
A drama manager (DM) is a system that monitors an inter-
active experience, such as a computer game, and intervenes
to keep the global experience in line with the author’s goals
without decreasing a player’s interactive agency. In declar-
ative optimization-based drama management (DODM), an
author declaratively specifies desired properties of the expe-
rience; the DM intervenes in a way that optimizes the speci-
fied metric. The initial DODM approach used online search
to optimize an experience-quality function. Later work ques-
tioned both online search as a technical approach and the
experience-quality optimization framework. Recent work on
targeted trajectory distribution Markov decision processes
(TTD-MDPs) replaced the experience-quality metric with
a metric and associated algorithm based on targeting ex-
perience distributions. We show that, though apparently
quite different on the surface, the original optimization for-
mulation and TTD-MDPs are actually variants of the same
underlying search algorithm, and that offline cached search,
as is done by the TTD-MDP algorithm, allows the origi-
nal search-based systems to achieve similar results to TTD-
MDPs. Furthermore, we argue that the original idea of op-
timizing an experience-quality function does not destroy in-
teractive agency, as had previously been argued, and that in
fact it can capture that goal directly.

1. INTRODUCTION
Interactive drama is an interactive experience in which a

player interacts with a rich story world in a way that gives
a feeling of strong interactive agency while creating, as a
result of those interactions, a narrative experience that is
dramatic, interesting, and coherent. Putting the player in a
story world populated by believable agents does not neces-
sarily create interactive drama: An interactive drama must
be designed such that the series of agent-player interactions
results in a globally coherent and interesting narrative. A
drama manager (DM) is a central coordinator that directs
and adapts the agents and other contents of a story world
as an experience unfolds to maintain global narrative goals,
without removing the player’s interactive agency.

One approach is declarative optimization-based drama man-
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agement (DODM). In DODM, the author specifies a list of
the narratively important events that could occur in the ex-
perience, called plot points; a set of DM actions that the DM
can take to intervene in the experience; and an evaluation
function that rates the quality of complete experiences.

Plot points include things such as the player engaging in
a particular conversation with an agent in the story world
or acquiring an object. They hvae ordering constraints that
capture the physical possibilities of the story world. For
example, a player cannot interact with a genie in a lamp
without having first found the lamp. Plot points are also
annotated with information that may be useful to the eval-
uation function, such as where it happens. DM actions can
cause a plot point to happen, hint to make it more likely
that it will happen, deny it so it cannot happen, or undeny
a previously denied plot point. For example, the DM might
tell a non-player character to go up to the player and re-
veal some information, causing the plot point in which the
player gains the information. The set of plot points and DM
actions, when combined with a player model, provides an
abstract, high-level view of the unfolding experience. The
evaluation function takes this view of a completed experi-
ence and assigns it a rating. The drama manager’s job is
then to optimize its use of DM actions so as to maximize
this evaluation.

The original DODM system, proposed as search-based
drama management (SBDM), used a search algorithm to
maximize this experience evaluation function [1, 9]. Re-
cent work has questioned both the technical feasibility of
search as the optimization method [5], and the conceptual
usefulness of having a DM maximize an experience-quality
function [8]. In particular, Targeted Trajectory Distribution
Markov Decision Processes (TTD-MDPs) have proposed a
new goal, with associated algorithms, of targeting an author-
specified distribution of experiences [8, 2].

We revisit these criticisms. We show that, although they
appear quite different as originally described, the SBDM and
TTD-MDP algorithms are actually variants of the same un-
derlying search algorithm. Furthermore, when the original
search algorithm is enhanced by caching, as the TTD-MDP
one is, it performs at the same level. As a conceptual matter,
we argue that the original idea of optimizing an experience-
quality function rather than targeting an experience distri-
bution does not destroy player agency, and that to the con-
trary an experience-evaluation function can directly include
interactive agency as a goal, whereas simply adding nonde-
terminism via TTD-MDPs does not.
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Build a large tree of possible experience trajectories
for all nodes n in a post-order (leaf-first) traversal do

if n is terminal then
n.value← terminalValue(n)

else
n.policy ← optimize(n.actions, n.children)
n.value← backup(n.children, n.policy)

end if
end for

Figure 1: Pseudocode for generic cached search.
The TTD-MDP and SBDM algorithms share this
structure, but differ in how they define terminal val-
ues, carry out the optimization, and perform back-
ups.

2. SBDM AND TTD-MDP
DODM was proposed and developed by Bates [1] and

Weyhrauch [9] as search-based drama management (SBDM).
They proposed a game-tree-search analogy: the player makes
“user moves” (plot points) through their interaction with
the game world, and the DM responds with its own “sys-
tem moves” (DM actions). The DM chooses its “moves”
using an author-supplied experience quality function that
rates completed experiences, and expectimax search. The
expectimax search alternates between maximizing over the
available DM actions, and averaging over the possible plot
points that could follow, weighted according to a model of
likely player behavior. A fairly simple player model is used:
the player is assumed to be equally likely to make each of
the next possible plot points happen, except for those which
have been hinted at, which are considered more likely by a
multiplier that the author specifies in an annotation to the
hint. To keep things tractable, a sampling search, called
SAS+, is used past a certain depth.

Roberts et al. [8] proposed a change to the basic formu-
lation. They argued that when the goal is to maximize an
evaluation function, the only source of gameplay variation
will be unpredictability on the part of the player—and that
given sufficiently powerful DM actions, the DM could force
an “optimal” story on the player, destroying the truly inter-
active aspects of the experience. They therefore proposed to
start with a desired distribution of experiences (trajectories
through the story space), and aim to use the DM actions
in a way that would make the actual distribution come as
close to that target as possible. Algorithmically, the TTD-
MDP system builds a large tree sampled from the space of
all possible trajectories; each node in the tree then solves an
optimization problem to find a distribution over its avail-
able actions that will, according to the player model, cause
a resulting distribution over successor plot points that is as
close as possible to the distribution specified by the author.

3. OPTIMIZATION BY CACHED SEARCH
SBDM uses an online expectimax search that, to remain

computationally tractable, past a cutoff search depth limit
switches to sampling trajectories and averaging their eval-
uations instead of performing full search. The TTD-MDP
algorithm [8] operates offline, sampling many possible tra-
jectories through the story world and building them into
a tree, and then solving an optimization problem at each
node. When a trajectory is seen that wasn’t among those
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Figure 2: Frequency with which experiences of dif-
ferent qualities (as measured by the evaluation func-
tion) occur for a simulated user with a DM guided
by iterative-deepening search assuming a minute be-
tween plot points, versus a baseline of no DM.

sampled in the tree, it falls back to online search. These
two algorithms are quite similar when SBDM also uses a
tree of cached results. Both build a cached tree, perform
an optimization at each node starting from the leaves and
working upwards, and back results up the tree, as shown in
the generic pseudocode in Figure 1. The main differences
are that they choose actions at each node using a different
objective function, and assign and back up values to nodes
based on different evaluation criteria.

In SBDM, the terminal nodes have their values given by
the experience-evaluation function. The policy at each node
is to take the DM action that maximizes expected evalua-
tion value when averaged over its children nodes according
to the player model. The node’s own value is then set to the
expected value of this action. In the TTD-MDP algorithm,
the terminal nodes have target probabilities as their values.
The policy at each node is the distribution over actions that
minimizes expected divergence from the target distribution
specified by the node’s children, with the expectation com-
puted according to the player model. The node’s own value
is then set to the sum of its children’s target probabilities.

Both algorithms can be made to adaptively fill their cached
trees during gameplay, using background processor cycles
between the occurence of plot points [2]. In fact, once we
note the connection with search, we can consider well-known
space versus time tradeoffs to avoid literally maintaining a
large cache in memory at all. The tree in memory in which
we fill in nodes at the frontiers is essentially breadth-first
search, which has nice execution-time properties but expo-
nentially large memory requirements. A common alterna-
tive is iterative deepening search, which performs a series
of fixed-depth depth-first searches with increasing depths,
stopping and returning the result of the deepest completed
search when the next decision is needed.

Figure 2 shows histograms, both with and without a DM,
of the frequency with which experiences of varying qual-
ity appear over a number of runs with a simulated player
(the same acting-randomly-except-for-hints simulated player
used by all previous work), as measured by the author-
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specificied evaluation function. The DM in this setup uses
a “synthetic” set of DM actions consisting of a causer, de-
nier, and reenabler for every possible plot point; this was
the hypothetical maximally powerful setup in which Nel-
son & Mateas [5] found that search still could not work
well. One curve shows the results without a DM, and the
other with the iterative-deepening DM. As can be seen by
the fact that the curves move towards the right—indicating
more frequent highly-rated stories and less frequent low-
rated stories—cached search, as a technical matter, func-
tions well in this story, contrasting with the previous results.

4. WHAT TO OPTIMIZE
Since the two algorithms operate similarly, the main ques-

tion in deciding between SBDM and TTD-MDPs is sorting
out what it is a DM should be optimizing: what constitutes
a good interactive drama? The main goal is a narratively in-
teresting and coherent experience with strong player agency.

4.1 Maximizing experience quality
DODM envisions an evaluation function that, given a com-

pleted experience (a sequence of plot points and DM ac-
tions), will rate it based on various features that the author
thinks the experience should have had. This function rates
the quality of interactive experiences, not the quality of plot-
point sequences considered as if they were non-interactive
stories. That is, DODM does not create interactive drama
by taking a set of desiderata for non-interactive drama and
trying to bring it about in the face of interactivity. Rather, it
takes a set of desiderata for the interactive dramatic experi-
ence itself, and tries to maintain those. Some DM systems do
frame the drama-management problem as one of mediating
between authorial narrative goals and player freedom [10, 4,
6]. In DODM, however, the DM starts with a more general
notion of what constitutes a narratively interesting experi-
ence, and intervenes when necessary to make sure the player
has one.

Looking in particular at Weyhrauch’s evaluation function,
it specifies a number of weighted features that capture his
notion of a good experience in his Tea for Three story world.

One group of features mainly encourages narrative coher-
ence: thought flow prefers stories where subsequent actions
relate to each other; activity flow prefers stories that have
some spatial locality of action; and momentum prefers cer-
tain pairs of plot points that build on each other well. Sepa-
rately, the motivation feature prefers stories in which at least
some plot points are motivated by previous plot points. Note
that these are preferences for the interactive experience, and
would not necessarily be the same if evaluating a linear story.
Weyhrauch doesn’t argue that it’s necessarily bad for nar-
ratives to have the action move around frequently between
different locations; rather, he argues that if each plot point
happens in a different location from the last in an interac-
tive experience, it was probably the case that the experience
contained a lot of uninteresting wandering around the world.

Given only these features, however, there is a danger that
the system could identify certain plot-point progressions as
ideal and force the player into them, defeating the goal of
interactive agency. To avoid this outcome, two versions of an
additional evaluation feature, one proposed by Weyhrauch
and one by Nelson & Mateas, aim at encoding interactive
agency, though from different perspectives.

Weyhrauch’s options feature identifies twelve meaningful

goals a player could have at various points in Tea for Three.
For example, the goal “talk to George about the new will”
is considered to be active between the time the player finds
a note mentioning a new will and the time that the player
either talks to George about it or is prevented from doing
so by other events. The number of goals active at any given
time is a rough measure of the degree of interactive agency
available. The options feature encodes a preference for many
such meaningful options to be available towards the begin-
ning of the game, decreasing to fewer towards the end.

Nelson & Mateas’s choices feature captures a more local
notion of agency, measuring how many plot points could
have followed any given point in the story, given the order-
ing constraints in the world and the effects of causers and
deniers. If at some point only one plot point could possi-
bly come next, then the same bit of story would play out
next regardless of what the player did. If on the other hand
many plot points could come next, then the player could
locally influence the story to a much greater extent. The
choices feature has the advantage that it can be computed
automatically for any story, but the options feature has the
advantage that it captures a higher-level notion of meaning-
ful interactive agency.

Finally, a manipulativity feature penalizes uses of DM ac-
tions that are likely to be particularly noticeable, like clumsy
hints or moving objects that the player can see. This is a
meta-feature of sorts encoding a preference for the DM’s
operation to be invisible. Although we use agents in ser-
vice of a narrative rather than merely simulating them as
believable agents in their own right, we do still want them
to avoid doing things that would break believability.

4.2 Targeting an experience distribution
Roberts et al. [8] criticize the idea of maximizing a story-

quality function, arguing that an effective DM can simply
bring about the same highly-rated story each time, destroy-
ing interactive agency and replayability. They propose in-
stead that the goal of the DM should be to target a distribu-
tion of experiences, specified either by some mapping from
an evaluation function (e.g. bad experiences should never
happen, and good ones should happen in proportion to their
quality), or by having the author specify a few prototype ex-
periences and then targeting a distribution over experiences
similar but not identical to the prototypes [7].

Since the goal of DODM is to maximize experience qual-
ity rather than story quality, though, an evaluation function
should measure not only the quality of the story that a series
of interactions produces, but also the quality of the interac-
tion itself, including elements such as interactive agency;
hence the options and choices features. Moreover, targeting
a distribution of experiences does not necessarily coerce the
player less than even targeting a single maximum-quality
story would. With enough causers and deniers, an TTD-
MDP system can directly cause its desired distribution of
experiences to come about, by randomly selecting (accord-
ing to the desired distribution) which DM actions to take in
each play-through. Although that would vary which story
the player is forced into each time, it still uses the DM ac-
tions to produce a specific story with no input from the
player—randomly selecting a different story to force the user
into each time does not create interactive agency.

Indeed we find similar levels of coerciveness if we look
at the DM actions performed by the TTD-MDP based sys-
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tem and the SBDM system on the version of Anchorhead
with a “synthetic” set of DM actions that Roberts et al. use
as a point of comparison. The “synthetic” set of actions
consists of a causer, denier, and reenabler for every possible
plot point in the story, thus creating a hypothetical situation
where the DM has a maximally powerful set of actions avail-
able. The TTD-MDP system claimed better replayability in
this case, since it produced a wider variety of stories. How-
ever, both the TTD-MDP system and the SBDM system
acted almost maximally coercively: they each performed an
average of around 15 DM actions per experience, in an ex-
perience only 16 plot-points long. The TTD-MDP system
varied which specific coercion it performed from run to run,
but that again does not constitute interactive agency, which
requires that the player, rather than system nondetermin-
ism, be able to meaningfully influence the outcome.

That both systems are quite coercive, however, does point
to a failure in the particular experience-quality evaluation
function that both used. We can correct this by simply
putting a greater weight on the choices feature, which em-
phasizes that giving the player many choices in what to
do really is an important part of an interactive experience.
When we increase choices from being 15% of the total evalu-
ation weight to 50%, both systems drop to using an average
of around 5 DM actions per experience.

How to best write evaluation functions does remain an is-
sue that would benefit from additional experimentation in
the context of specific real interactive dramas. It is worth
noting that all the recent systems have focused on the “syn-
thetic” model of Anchorhead that has only causers, deniers,
and reenablers, and lacks the hint actions that a DM could
use to provide more narrative guidance to the player with-
out unduly removing interactive agency; by contrast, a real
application would likely use hints frequently.

Whether the TTD-MDP formulation does still improve
matters in a different way depends on the particular way in
which the target distribution is defined, and on what we con-
sider to be the goals of interactive drama. In the case where
the target distribution is generated by a mapping from an
experience-quality function, the results will be fairly similar
to the results from an evaluation-function-maximizing ap-
proach, since both systems will be trying to avoid low-rated
experiences and increase the probability of highly-rated ones
according to the same function. The TTD-MDP approach
will add some more nondeterminism in doing so; how much
depends on how the mapping is constructed. Alternate ways
of specifying a target distribution of experiences for TTD-
MDPs, however, such as specifying several prototype experi-
ences and inducing a distribution over experiences similar to
those prototypes [7], suffer from a greater loss of interactive
agency. If the player is being forced into one of several pro-
totype experiences or minor variants thereof, the fact that
the specific experience they’re forced into is chosen nonde-
terministically does not preserve interactive agency.

4.3 Non-dramatic interactive experiences
We focus on authoring interactive drama. Similar tech-

niques can be used for other kinds of interactive experiences,
which may have different considerations. For example, we
argue that in interactive drama, a DM shouldn’t be seen
as balancing externally imposed constraints with a player’s
freedom of action, but rather as a system that helps to en-
sure that there is enough narrative for the player to have a

coherent and interesting experience.
Other experiences, however, may have genuinely exter-

nal constraints that must be imposed in a way that could
conflict with the user’s freedom and goals. For example, a
TTD-MDP based system was proposed for guiding museum
tours [3]. In that domain, the goal of reducing congestion
really is an external goal imposed on the visitors, and is
reasonably expressed by targeting a specific distribution of
experiences so as to keep visitors nicely spread out.

5. CONCLUSIONS
By separating the issues of what to optimize and how

to carry out the optimization, we showed that the algo-
rithms used by targeted trajectory Markov decision pro-
cesses (TTD-MDPs) and by search-based drama manage-
ment (SBDM) are versions of a generic search-based algo-
rithm to which caching or offline computation may be added
separately from the consideration of what to optimize.

On the conceptual issue, we defended the original formu-
lation of drama management that sought to maximize an
experience-quality function. We pointed out that experience-
quality functions are not equivalent to story-quality func-
tions that rate experiences as if they were non-interactive
narratives, but are rather functions that explicitly take into
account elements of a good interactive experience, such as
the notion of interactive agency. We showed that TTD-
MDPs, by contrast, primarily serve to add nondeterminism
to their actions, which is a separate concern from interactive
agency and does not necessarily produce agency.
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