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1. INTRODUCTION
AI research on metareasoning for agent self-adaptation has gen-

erally focused on modifying the agent’s reasoning processes (e.g.,
[2]). In this paper, we describe our ongoing work on the equally im-
portant problem of using metareasoning for modifying the agent’s
domain knowledge. Since classification is a ubiquitous task in AI,
we consider the problem of using meta-knowledge for repairing
classification knowledge when the classifier supplies an incorrect
class label. More specifically, we consider the subclass of classi-
fication problems that can be decomposed into a hierarchical set
of smaller classification problems; alternatively, problems in which
features describing the world are progressively aggregated and ab-
stracted into higher-level abstractions until a class label is produced
at the root node. This subclass of classification problems is recog-
nized as capturing a common pattern of classification [1] [3]. We
will call this classification task compositional classification, and
the hierarchy of abstractions an abstraction network (AN).

In particular, we consider the problem of retrospective adaptation
of the content of the intermediate abstractions in the abstraction
network (and not its structure) when the classifier makes an incor-
rect classification. Note that structural credit assignment is a core
problem in making this adaptation: given the error at the root node,
the structural credit assignment problem is then to identify the in-
termediate abstractions in the abstraction network responsible for
the error. Here we propose and explore the following hypothesis
for using metareasoning for self-adaptation of domain knowledge:
if the semantics of domain concepts that form the intermediate ab-
stractions in a classification hierarchy can be grounded in predic-
tions about percepts in the world, then meta-knowledge in the form
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of verification procedures associated with those domain concepts is
useful for addressing the structural credit assignment problem. The
verification procedures explicitly encode the grounding of interme-
diate abstractions in percepts from the environment.

2. ABSTRACTION NETWORKS
To make the problem concrete, we will present an example from

the turn-based strategy game called FreeCiv (www.freeciv.org). On
each turn in a game of FreeCiv, a player must select a compound
action that consists of setting various parameters and moving units
such as military units and "worker" units, called settlers, that can
improve terrain or build new cities. Building new cities on the game
map is a crucial action, as each city produces resources on subse-
quent turns that can then be used by the player to further advance
their civilization. The quantity of resources produced by a city on
each turn is based on various factors, including the terrain and spe-
cial resources surrounding the city’s location on the map, and the
skill with which the city’s operations are managed.

We have written an automated agent that plays FreeCiv. When
our agent selects the action for a unit that is to build a city, a crucial
decision is whether the location on the game map currently occu-
pied by the unit is suitable for the placement of the new city. We
will judge the quality of a potential city location based upon the
quantity of resources that we expect a city built in that location to
produce over time. This decision is an example of a compositional
classification task. Figure 1 illustrates a knowledge hierarchy for
this task used by our FreeCiv game-playing agent.

To more formally describe compositional classification, let T
be a discrete random variable representing the class label. Let
S = {s : s is empirically determinable and h[T ] > h[T |s]},
where h[x] denotes the entropy of x. S is a set of discrete random
variables that have nonzero mutual information with the class la-
bel and are empirically determinable, meaning that there is some
way to interact with the environment to determine which value has
been taken by each member of S, though in general this interaction
will not be possible until some time after the classification has been
produced. For example, in the classifier depicted in Figure 1, we
can predict the population growth of a city as part of the classifica-
tion of a map location, but we cannot observe the actual population
growth that occurs at a city until some time later, after the city has
been built. Empirical determinability captures the notion of percep-
tual grounding of concepts, indicating that each equivalence class
represents some verifiable statement about the world. We call the
problem of predicting T in such a setting compositional classifica-
tion.

The knowledge structure we use for compositional classification
contains a node for each s ∈ S ∪ T . These nodes are connected
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Figure 1: A game playing agent’s abstraction network for the

classification of city quality in FreeCiv.

in a hierarchy reflecting direct dependence relationships organized
according to background knowledge. Each node will handle the
subproblem of predicting the value of the variable with which it
is associated given the values of its children. For this purpose,
each node has a supervised classification learner associated with it.
We have experimented with Artificial Neural Networks, k-Nearest
Neighbor learners and rote learners within AN nodes. The experi-
mental results described here use rote learners within nodes. Each
node also has an Empirical Verification Procedure (EVP) associ-
ated with it. An EVP is an arbitrary, possibly branching sequence
of actions in the environment and observations from the environ-
ment concluding with the identification of the correct output class
that should have been returned by the relevant node during the last
classification attempt. There is a strong notion of the predictivity
of classification in AN learning; we expect that both the top-level
class and intermediate classes translate into some expectations of
the agent about the world. EVPs encode the means by which the
agent can, at some future time after classification, reflect upon its
knowledge given what has been observed in the world and alter
knowledge that led to violated expectations.

In order to produce a classification, the values of the AN leaf
nodes are first fixed by observation. Each node with fixed inputs
then produces its prediction. This is repeated until the value of the
class label is predicted by the root of the hierarchy.

At some time after classification, the true value of the class label
is obtained by the monitoring process. If the value produced by
object-level reasoning was correct, the agent’s expectations are met
and no further action is taken. If the value is found to be incorrect,
a self-diagnosis and repair procedure is followed. The specifics of
this procedure are dependent upon the characteristics of the learner
types that are used within nodes and the classification problem set-
ting. A very simple diagnostic procedure that always works, though
it may not be maximally cost-effective in all settings, is to simply
invoke all EVPs and potentially perform learning at all AN nodes
during each adaptation.

Our work on use of metareasoning for structural credit assign-
ment in compositional classification is related to past work on tree-
structured bias (TSB) [3][4]. In TSB, a concept hierarchy like those
represented by ANs is used to limit the hypothesis space that must
be searched by a learner. However, TSB has dealt only with binary
classifications at all nodes in the hierarchy, while ANs can deal with
multivalue classifications. More importantly, TSB research does

not have the concept of EVPs, which encode the meta-knowledge
used in our self-diagnostic procedure, instead relying on carefully
constructed queries to the environment to learn the functions at in-
ternal nodes. Thus, rather than using explicitly represented meta-
knowledge to perform self-diagnosis, TSB has a fixed training pro-
cedure that implicitly relies upon a given type of query.

3. FREECIV EXPERIMENT
In order to verify that the diagnostic technique described above

allows for correction of faulty knowledge in an AN, we have ex-
perimented in the FreeCiv domain. We used the AN depicted in
Figure 1, with table-based rote learners within each node. This AN
was used to produce outputs from a set containing three values,
corresponding to predictions of poor, moderate and good resource
production for a city built on a considered map location. Specifi-
cally, the values correspond to an expected degree and direction of
deviation from a logarithmic baseline resource production function
that was manually tuned to reflect roughly average city resource
production. The empirical verification procedures simply discretize
observed game features. The content of each rote learner was ini-
tialized to zeros, which was known to be incorrect in some cases for
each of the learners. In each trial, a sequence of games is run, and
learning and evaluation occurs on-line. The learners are trained on
sequences of 49 games. We segment these sequences of games into
multi-game blocks for the purpose of evaluation; the block sized
used is 7 games. Each game played used a separate randomly gen-
erated map, with no opponents. The agent always builds a city on
the first occupied square, after making an estimate of the square’s
quality. We observed a 52% decrease in the error rate of the learner,
averaged over 60 independent trial sequences, when comparing the
first block of examples to the 7th block. This result is positive in
that it demonstrates that the self-diagnosis and repair procedure is
successful in correcting faulty classification knowledge.

4. CONCLUSIONS
In this paper, we considered retrospective adaptation of the con-

tent of intermediate abstractions in an abstraction network used for
compositional classification. Retrospective adaptation is triggered
when the classifier makes an incorrect classification. We showed
that if the intermediate abstractions in the abstraction network are
organized such that each abstraction corresponds to a prediction
about a percept in the world, then meta-knowledge in the form of
verification procedures associated with the abstractions can be used
by introspective metareasoning to perform structural credit assign-
ment and then adapt the abstractions.
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