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ABSTRACT

In many settings and for various reasons, people fail to make op-
timal decisions. These factors also influence the agents people de-
sign to act on their behalf in such virtual environments as eCom-
merce and distributed operating systems, so that the agents also act
sub-optimally despite their greater computational capabilities. In
some decision-making situations it is theoretically possible to sup-
ply the optimal strategy to people or their agents, but this optimal
strategy may be non-intuitive, and providing a convincing explana-
tion of optimality may be complex. This paper explores an alterna-
tive approach to improving the performance of a decision-maker in
such settings: the data on choices is manipulated to guide searchers
to a strategy that is closer to optimal. This approach was tested for
sequential search, which is a classical sequential decision-making
problem with broad areas of applicability (e.g., product search,
partnership search). The paper introduces three heuristics for ma-
nipulating choices, including one for settings in which repeated in-
teraction or access to a decision-maker’s past history is available.
The heuristics were evaluated on a large population of computer
agents, each of which embodies a search strategy programmed by a
different person. Extensive tests on thousands of search settings
demonstrate the promise of the problem-restructuring approach:
despite a minor degradation in performance for a small portion of
the population, the overall and average individual performance im-
prove substantially. The heuristic that adapts based on a decision-
maker’s history achieved the best results.
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1. INTRODUCTION

For a variety of decision-making situations, it has been shown
that people do not choose optimally or follow an optimal strategy.
Research in psychology and behavioral economics has revealed
various sources of this suboptimal behavior, rooted in various char-
acteristics of human cognition and decision-making [2]. The phe-
nomena recurs also in agents that are designed by non-specialists
in decision-making theory [3]. A number of approaches have been
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pursued to design computer systems which will improve the de-
cisions made by people [13, 21]. These systems may be charac-
terized as attempting to improve a decision-maker’s judgment of a
situation and her ability to identify, reason about, and compare the
(full set of possible) outcomes of the different choices in a decision
setting in ways that yield a better decision-making process.

In this paper we use a different approach, one that parallels re-
cent developments in psychology and behavioral economics [18].
Instead of attempting to change a decision-maker’s strategy directly
so that it aligns better with the optimal one, we restructure the
decision-making problem itself. This strategy mimics approaches
to human decision-making that remove options to allow people to
focus on an appropriate set of choices and characteristics of those
choices. For instance, the buyer of a used car may reach a better
decision more quickly if presented with a smaller set of possible
cars and only the most important characteristics of those cars. The
work described in the paper is an exploration of the hypothesis that
a computer agent can make better decisions in certain settings given
fewer options, with the characteristics of each option adjusted to
compensate for possible reasoning biases of the agent.

Restructuring processes manipulate the choices originally avail-
able to the decision-maker. Manipulations include elimination of a
subset of the alternatives available and changing the values of their
characteristics. The decision-maker then makes the choices it be-
lieves to be optimal given the restructured problem. To maintain
the reliability of the restructured decision setting, all choices for
the manipulated problem must be legitimate choices in the origi-
nal problem. Similarly, all possible outcomes of each choice in the
original problem should be valid in the manipulated problem.

The advantage of the restructuring approach is that it completely
avoids the need to persuade the decision-maker (either an agent or
a person) of the optimality and correctness of the optimal strat-
egy. When the space of possible strategies is complex to express
or the optimal strategy is non-intuitive, substantial effort may be
required for such persuasion. Restructuring is also ideal when the
strategy of a searcher is pre-set and cannot be changed externally,
as in the case of an autonomous agent in eCommerce. This new
approach does not, however, guarantee optimality. In some cases,
a few decision-makers may perform slightly less well because they
lose alternatives or receive inaccurate information about the pos-
sible outcomes of the different options. The results given in this
paper show that, nonetheless, overall the method substantially im-
proves the expected outcome. While the idea that manipulating
information people receive can be beneficial is not new, prior work
[9, 7] mainly considered settings in which non-optimal selections
derive from people’s computational limitations. This paper, in con-
trast, deals with sequential decision-making in complex settings
which require structured decision-making strategies.

The application domain used in this paper for investigating the
usefulness of the problem-restructuring approach is economic search.
In economic search [19], the searcher chooses one of several op-
portunities, each associated with a distribution of gains. The ac-
tual gain from a particular opportunity can be obtained, but there
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Application Goal Opportunity | Value Search Cost Source of uncertainty
Marriage mar- | Maximize life- | Date Lifetime utility | Time spent, being alone | Uncertainty regarding the
ket time happiness while searching potential spouse character
Job market Optimize Job inter- | Offered salary | Time spent, unemployment | Uncertainty about potential
lifetime assets view and perks while searching employers
Product  pur- | Minimize over- | Store Product price Time, communication and | Uncertainty regarding
chase all expense transportation expenses asked prices
Table 1: Mapping applications to sequential search problem
is a cost for getting it. The searcher thus needs to take into con- Project o )
sideration the trade-off between the cost of further search and the Cost 15 20
additional benefits of it [1, 5, 11]. The sequential decision setting Rewards | (0.5,100), (0.5,55) | (0.2,240), (0.8,0)

of economic search models a variety of daily activities. Prior lit-
erature shows that neither people nor agents they design for this
problem use the optimal search strategy [15, 3]. Furthermore, the
optimal solution for an economic search problem is conceptually
challenging and has many inherent counter-intuitive characteristics
[19] that make it difficult to persuade people to adopt it. Economic
search is thus an ideal domain in which to investigate the benefits
of problem-restructuring.

The paper presents three problem manipulation heuristics for
the sequential search problem, two of them non-adaptive and the
third adaptive. The non-adaptive heuristics apply a fixed set of
manipulation rules and do not require any prior knowledge about
the searcher. The first non-adaptive heuristic, denoted “informa-
tion hiding”, eliminates some of the alternatives available based on
the likelihood that these alternatives will not actually be needed by
the optimal strategy. The second non-adaptive heuristic, denoted
“mean manipulation”, attempts to manipulate the distribution of
gains associated with each alternative in a way that a searcher who
is influenced only by means (rather than the distribution of gains)
will actually end up following the optimal strategy. Finally, an
adaptive manipulation heuristic, denoted “adaptive learner”, is in-
troduced for cases where results of prior interactions with the user
are available. This heuristic attempts to model the decision-maker’s
strategy and classify it according to a set of pre-defined strategies.
Based on this classification, it then applies one of the non-adaptive
manipulation heuristics.

We evaluate the usefulness of the problem-restructuring method
and the effectiveness of the heuristics using computer agents that
were programmed by students for a search domain called “job -
assignment”. The results of the evaluation show that the use of
manipulated choices for search problems results in search strate-
gies that more closely resemble the optimal ones for the corre-
sponding non-revised settings. In addition, the evaluation reveals
that the heuristics differ in the nature of the improvement that in-
dividual agents achieve. With the “mean manipulation” heuristic
some searchers get maximum improvement, but others substan-
tially worsen their performance. The “information hiding” heuris-
tic, in contrast, does not achieve the maximum possible individ-
ual improvement for any agent, but the average improvement is
greater and the maximum degradation in any searcher’s expected
performance is substantially smaller. As expected, the “adaptive
learner” heuristic produces the best results in comparison to the
non-adaptive heuristics alone.

In the following section we formally present the economic search
problem, its optimal solution and the complexities associated with
recognizing its optimality. Section 3 explains and justifies the agent-
based methodology for testing. The three heuristics are described
in Section 4, and the details of the principles used for evaluating
them are given in Section 5. Section 6 summarizes the results. Sec-
tion 7 surveys literature from several research fields relevant to this
research. Finally we conclude in Section 8.

2. THE SEARCH MODEL

As the underlying framework for the research, we consider the
canonical sequential search problem described by Weitzman [19]
to which a broad class of search problems can be mapped. In this
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Table 2: Information for Simplified Example.

problem, a searcher is given a number of possible available op-
portunities B = {By,...,B,} (e.g., to buy a product) out of which
she can choose only one. The value v; to the searcher of each
opportunity B; (e.g., expense, reward, utility) is unknown. Only
its probability distribution function, denoted f;(v), is known to the
searcher. The true value v; of opportunity B; can be obtained but
only by paying a fee, denoted c;, possibly different for each oppor-
tunity. Once the searcher decides to terminate her search (or once
she has uncovered the value of all opportunities) she chooses from
the opportunities whose values were obtained, the one with the
minimum or maximum value (depending on whether values rep-
resent costs or benefits). A strategy s is thus a mapping of a world
state W = (¢, B’ C B) to an opportunity B; € B, the value of which
should be obtained next, where ¢ is the best (either maximum or
minimum) value obtained by the searcher so far and B’ is the set of
opportunities with values still unknown. (B; = 0 if the search is to
be terminated at this point.) The optimal sequential search strategy
s* is the one that maximizes/minimizes the expected sum of the
costs incurred in the search and the value of the opportunity chosen
when the process terminates.

The search problem as so formulated applies to a variety of real-
world search situations. For example, consider the case of looking
for a used car. Ads posted by prospective sellers may reveal little
and leave the buyer with only a general sense of the true value and
qualities of the car. The actual value of the car may be obtained
only through a test drive or an inspection, but these incur a cost
(possibly varying according to the car make, model, location, and
such). The goal of the searcher is not necessarily to end up with
the most highly valued car, since finding that one car may incur
substantial overall cost (e.g., inspecting all cars). Instead, most car
buyers will consider the tradeoff between the costs associated with
further search and the marginal benefit of a better-valued oppor-
tunity. Table 1 provides mappings of other common search appli-
cations to the model. As it suggests, a large portion of our daily
routine may be seen as executing costly search processes.

While the problem is common, the nature of its optimal solution
is non-intuitive. A simplified version of an example from Weitzman
[19] may be used to illustrate. It deals with two possible invest-
ments. The benefits of each are uncertain and can only be known
if a preliminary analysis is conducted. If funds are limited, then no
more than one investment would actually be carried out. Table 2
summarizes the relevant information for decision-making: invest-
ment o might yield a total benefit of 100 with probability .5 and
of 55 with probability .5 and alternative investment ® with a prob-
ability of .2 might deliver a possible benefit of 240 and no benefit
with probability .8. Preliminary analysis shows costs of 15 for the
o investment and 20 for .

The problem is to find a sequential search strategy which maxi-
mizes expected value. When reasoning about which alternative to
explore first, one may notice that by any of the standard economic
criteria, ol dominates ®. Investment o has a lower cost, higher ex-
pected reward, greater minimum reward and less variance. Conse-
quently, most people would guess that o should be researched first
[19]. However, and somewhat paradoxically, it turns out that the
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Figure 1: Solution to simplified example

optimal sequential strategy is to check o first and if its payoff turns
out to be zero then to develop o. This is shown in the decision tree
in Figure 1.

It is quite simple to compute the optimal solution to the sequen-
tial search problem [19]. The solution is based on setting a reserva-
tion value (a threshold) denoted r; for each opportunity B;. For the
expected cost minimization version of the problem, the reservation
value to be used should satisfy Equation 1(a):

(a) CB’:/xi,ogri_x)fi(x)dx ;o (b) CB[:/);:r(x—r;)ﬁ(x)dx.

)]
Intuitively, 7; is the value where the searcher is precisely indifferent:
the expected marginal benefit from obtaining the value of the op-
portunity exactly equals the cost of obtaining that additional value.
The searcher should always choose to obtain the value of the op-
portunity associated with the minimum reservation value and ter-
minate the search once the minimum value obtained so far is less
than the minimum reservation value of any of the remaining oppor-
tunities. For revenue maximization, the reservation value should
satisfy equation 1(b) and values should be obtained according to
descending reservation values, until a value greater than any of the
reservation values of the remaining opportunities is found.

One important and non-intuitive property of the above solution is
that the reservation value calculated for each opportunity does not
depend on the number and properties of the other opportunities, but
rather on the distribution of the value of the specific opportunity and
the cost of evaluating it.

Sequential search problems provide a good, and important, arena
for investigating whether restructuring the problem is preferred over
supplying the optimal search strategy to the decision-maker. As ev-
idenced in the results section (and in prior literature [3, 15]), both
people and the agents they program fail to follow the optimal strat-
egy when engaged in sequential search. Supplying the optimal so-
lution to the searcher may require extensive argumentation and ef-
fort because of the counter-intuitive nature of the optimal solution,
in particular its myopic nature and the fact that it often favors risky
opportunities [19]. A possible way to persuade a person that this is
the optimal strategy is by giving her the optimality proof, but that
is relatively complex and requires strong mathematical and search
theory background. A possible way to persuade an agent that this
is the optimal strategy is by calculating the expected value of every
other sequence of decisions and compare with the expected out-
come of the optimal strategy. However, the number of possible
sequences for which the expected outcome needs to be calculated
is theoretically infinite in the case of continuous value distributions
or exponential (combinatorial) for discrete probability distribution
functions. Thus, both these methods for proving optimality have
substantial overhead. In contrast, the problem restructuring ap-
proach can improve performance without requiring such complex
persuasion.
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3. AGENT-BASED METHODOLOGY

We used computer agents rather than people to test the effective-
ness of the general approach of restructuring the problem space and
of the heuristics for manipulating the choices presented for several
reasons. First, from a methodological perspective, this approach
enables the evaluation to be carried out over thousands of different
search problems, substantially improving the statistical quality of
the result. Even more importantly, it eliminates people’s compu-
tational and memory limitations as possible causes of inefficiency.
The inefficiency of the agents’ search is fully attributable to their
designs, and result from the agent designers’ limited knowledge of
how to reason effectively in search-based environments.

Second, from an applications perspective, the ability to improve
the performance of agents for search-related applications and tasks,
especially in eCommerce, could significantly affect future markets.
The importance and role of such agents have been growing rapidly.
Many search tasks are delegated to agents that are designed and
controlled by their users (e.g., comparison shopping). Many of
these agents use non-optimal strategies. Once programmed, their
search strategy cannot be changed externally, but it can be influ-
enced by restructuring of the search problem.

Finally, the results from agent-based evaluations may be useful
in predicting the way the proposed heuristics would affect people’s
search. Some prior research has shown close similarities between
a computer agent’s decisions and the decisions made by people in
similar settings [15], in particular in search-based settings [3].

4. HEURISTICS

In this section, we define the three problem-reconstruction heuris-
tics used in our investigations: Information Hiding, Mean Manip-
ulation and Adaptive Learner. These heuristics differ primarily in
whether they adapt to a searcher’s strategy. The first two heuristics
do not adapt; they assume no prior information about the searcher
is available and apply a fixed set of manipulation rules. The third
heuristic uses information from a searcher’s prior searches to clas-
sify it and decide which of the other two heuristics to use.

For a manipulation heuristic to be considered successful, it needs
not only to improve average overall agent performance, but also to
avoid significantly harming the performance of any of the agents.

4.1 The Information Hiding Heuristic

This heuristic removes from the search problem opportunities for
which the probability that their value will need to be obtained ac-
cording to the optimal strategy s* is less than a pre-set threshold
o. By removing these opportunities, we prevent the searcher from
choosing them early in the search, yielding a search strategy that
is better aligned with the optimal strategy in the early, and more
influential, stages of the search. While the removal of alternatives
is likely to worsen the performance of fully rational agents (ones
that use the optimal strategy), the expected performance decrease
is small; the use of the threshold guarantees that the probability is
relatively small that these removed opportunities are actually re-
quired in the optimal search.

Formally, for each opportunity B; we calculate its reservation
value, r;, according to Equation 1. The probability of needing to
obtain the value of opportunity B; according to the optimal strat-
egy, denoted P, is given by P; =1,,<,, P(vj = r;) for the cost min-
imization version of the problem, and P; =1, <,, P(v; < r;) for its
revenue maximization version. The heuristic omits from the prob-
lem every opportunity B; (i < n) for which P; < a.

4.2 The Mean Manipulation Heuristic

This heuristic addresses the problem that people tend to overem-
phasize mean values, reasoning about this one feature of a distribu-
tion rather than the distribution more fully. Their search strategies
typically choose to obtain the value of the opportunity for which
the difference between its expected net value and the best value
obtained so far is maximal. We denote this strategy “naive mean-



based greedy search”. Formally, denoting the mean of opportu-
nity B; by u;, searchers using the naive mean-based greedy strategy
calculate for each opportunity the value w; = u; — ¢; (in the cost
maximization version) or w; = u; + ¢; (in the revenue minimiza-
tion version) and choose to obtain the value of opportunity B; =
argmaxg, {w;|B; € B'Nw; > v} (or argming {w;|B; € B'Nw; <v}
in the cost minimization version), where v is the best value obtained
so far.

The heuristic restructures the problem such that w; of each op-
portunity B; in the restructured problem equals the reservation value
r; calculated for that opportunity in the original problem. This
ensures that the choices made by agents that use the naive mean-
based greedy search strategy for the restructured problem are fully
aligned with those of the optimal strategy for the original prob-
lem. The restructuring is based on assigning to each opportunity B;

(0 <i < n) arevised probability distribution function f-l such that

1
w; = r;, where r; is the reservation value calculated according to
Equation 1. The manipulation of f; is simple, as it only requires

allocating a large mass of probability around ,u;- (the desired mean,
satisfying w; = r;). The remaining probability can be distributed
along the interval such that ;1; does not change.

4.3 The Adaptive Learner Heuristic

The adaptive learner heuristic attempts to classify the strategy of
a searcher and uses this classification to determine the best problem
restructuring method to apply. For this purpose we need to have a
representative strategy for each strategy class that has all the typical
characteristics of strategies in the class. The heuristic thus requires
the development of agents, denoted “class-representing agents”.
Each “class-representing agent” employs the representative-strategy
of its class. The measure of similarity between any searcher’s strat-
egy and a given class is the relative distance between its perfor-
mance and the performance of the class-representing agent for that
class over the same set of problems. The searcher is classified as
belonging to the class for which the relative performance distance
to its representing-agent is minimal, and below a threshold 7. Oth-
erwise, it is classified as belonging to a default class. Once the
searcher is classified, the restructuring heuristic for its class can be
applied. The use of the threshold 7y assures that for any agent that
cannot be accurately classified, a default manipulation heuristic is
used, one that guarantees no substantial possible degradation in the
performance of the agent. The adaptive learner heuristic is given in
Algorithm 1.

Algorithm 1 Adaptive Learner

Input: O - Set of prior problem instances.
S - Set of strategies.
T hreshold - classification threshold.
Output: s* - the classification strategy for the searching agent
(null if not classified or no previous data).
. Initialization: dy «— 0 Vs € S
: for every o € O do
for every s € S do

||Per formanceagen: (0)—Per formances(o)
dy —ds+ Per formance, (o)

1

2

3

4

5 end for

6: end for

7: if min{ds} < Threshold then
8:  return argming(ds)
9: else

0 return null

1: end if

The algorithm receives as an input the results of prior searches
and a set S of strategy classes. The function Performances(o) re-
turns the performance of the class-representing agent s € S given
the problem instance o (where Per formanceagen: (0) is the perfor-
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mance of the searcher being classified based on 0). The algorithm
returns the strategy s* to which the agent is classified (or null, if
none of the distance measures are below the threshold set). Based
on the strategy returned we apply the manipulation heuristic which
is most suitable for this strategy type (or the default manipulation
if null is returned).

The results we report in this paper are based on two strategy
classes: optimal strategy and naive mean-based greedy search strat-
egy.! For a searcher that cannot be classified as one of these two
strategies, we use the information hiding manipulation. To produce
the functionality Per formances(o) required in Algorithm 1, we de-
veloped the following two agents:

e Optimal Agent. This agent follows Weitzman’s optimal so-
lution [19].

e Mean-based Greedy Agent. This agent follows the naive
mean-based greedy search strategy described in Subsection
4.2.

The more observations of prior searcher behavior that the adap-
tive heuristic’s algorithm is given, the better the classification it can
produce, and consequently the better the searcher’s performance is
likely to be after the appropriate manipulation is applied. Obvi-
ously, an even greater improvement in performance could be ob-
tained if the heuristic had access to the searcher (i.e., the agent)
rather than just the records describing prior searches. If direct ac-
cess to the agent is allowed, then a straightforward improvement of
the method would be executing the agent over each set of choices
obtained, using any of the different methods and classifying it ac-
cordingly.

S. EVALUATION

To evaluate the three heuristics and our hypothesis that agents’
performance in search-based domains can be improved by restruc-
turing the search problem, we used a search domain called “job-
assignment”. Job-assignment is a classic server-assignment prob-
lem in a distributed setting that can be mapped to the general search
problem discussed in this paper. The problem considers the as-
signment of a computational job for execution to a server chosen
from among a set of homogeneous ones (servers). The servers dif-
fer in the length of their job queue. Only the distribution of each
server’s queue length is known. To learn the actual queue length of
a server, it must be queried, an action that takes some time (server-
dependent). The job can eventually be assigned only to one of the
servers that were queried. The goal is to find a querying strategy
that minimizes the overall time until the job starts executing. The
mapping of this problem to the sequential search problem (in its
cost minimization variant) is straightforward: each server repre-
sents an opportunity where its queue length is its true value and the
querying time is the cost of obtaining the value of that opportunity.

5.1 Agent Development

The evaluation used agents designed by computer science stu-
dents in a core Operating Systems course. While this group does
not represent human searchers in general, it fairly represents fu-
ture agent developers who are likely to design the search logic for
eCommerce and other computer-aided domains. As part of her reg-
ular course assignment, each student created an agent that receives
as input a list of servers, their distribution of waiting times and
querying costs (times); queries the servers (via a proxy program)
to learn its associated waiting time; and then chooses one of them
for executing a (dummy) program. The students’ grade in the as-
signment was correlated with their agent’s performance, i.e., the
time it takes until the program is executed on one of the servers.

'We use the optimal strategy class as a means for representing the
class of strategies that are %etter off without applying problem re-
structuring. The olptimal strategy is part of this class, though, as
reported in the evaluation section, none of the agents we evaluated
actually used the optimal strategy.



As part of their assignment, students provided documentation that
described the algorithm used for managing the search for a server.

An external proxy program was used to facilitate communication
with the different servers. The main functionality of the proxy was
to randomly draw a server’s waiting time, based on its distribution,
if queried, and to calculate the overall time elapsed from the begin-
ning of the search until the program is assigned to a server and starts
executing (i.e., after waiting in the server’s queue). To simplify the
search problem representation, distributions were formed as multi-
rectangular distribution functions. In multi-rectangular distribution
functions, the interval is divided into sub intervals xg, .., X, and the
probability distribution is given by f(x) = - —_ v forxi <x<x;
and f(x) = 0 otherwise, (Y.}, P; = 1). The benefit of using a multi-
rectangular distribution function is its simplicity and modularity, in
the sense that any distribution function can be modeled through it
with a small number of rectangles.

5.2 Analysis Methodology

The agents that the students developed were executed on a set of
problems with the full set of search choices and no restructuring.
The problems in the set varied in their characteristics (e.g., number
of opportunities, characteristic of distribution functions, querying
costs). Each agent was then run on each problem restructured ac-
cording to the different restructuring heuristics. The performance
of the agents was logged. In parallel, the class-representing optimal
and mean-based greedy agents were executed over the same prob-
lem set. The results obtained by the students’ agents on the non-
manipulated problem set were compared with their results on the
restructured problems. The results of the optimal agent were used
as a baseline for evaluating the improvement achieved by each of
the restructuring heuristics. Results were tested for statistical sig-
nificance using t-test (with a0 = 0.05), whenever applicable.

The designs of the students’ agents were also analyzed to iden-
tify a set of common search strategy characteristics. We then looked
for common features among agents that performed similarly.

5.3 Performance Measures

The evaluation of the different heuristics used two complemen-
tary measures: (1) relative decrease in the time until the job is ex-
ecuted; and (2) the relative reduction in search inefficiency. For-
mally, we denote the expected time until execution for the optimal
search strategy by #,,, and the time until execution for an agent on
the manipulated and non-manipulated problem by #,4, and t—an,
respectively. The first measure, calculated as w, relates di-

—mai

rectly to the time saved. It depends on the problem set, because
t-man can vary widely. The second measure, calculated as TmanTopt_

tman—lopt ’
takes into account that the search time using either the manipulatled
or original data is bounded by the performance of the optimal agent.
It thus highlights the efficiency of the heuristic in improving per-
formance.

For each of the two measures, the average over the entire set
of problem instances and across all agents was calculated from
both social and individual perspectives. For the social perspec-
tive, we calculated the relative improvement in both measures over
the aggregated times obtained for all agents in all problems. For
the individual perspective, we calculated the average of individ-
ual improvements for both measures. For each evaluated heuris-
tic the maximum decrease in individual average performance was
also identified, because an important requirement for a successful
heuristic is that it does not substantially worsen any of the agents’
individual performance.

6. RESULTS AND ANALYSIS

Seventy six agents, each designed by a different student, were
used to evaluate the heuristics. The test set used for evaluation
consisted of 5000 problems that were generated with a random
number of servers in the range (2,20), costs of querying the differ-
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ent servers uniformly drawn from the range (1,100), and a multi-
rectangular distribution function to each server generated by ran-
domly setting a width and probability for each rectangle and then
normalizing it to the interval (0,1000).

In this section we present the main analysis carried out over these
agents using this problem set. The results using two other problem
sets are given in Subsection 6.5.

6.1 Agent Strategy

The strategies students used reveal several characteristics along
which agent designs vary when programmers who are not search
experts do the design. Our analysis of the agents using program
documentation (and occasionally the code itself) revealed several
problem features commonly used in their search strategies, includ-
ing expected value (in 41 of the agents), variance (in 6 of the agents),
and the median (in 2 of the agents) of each server. Additional fac-
tors used in some designs were the time cost of querying servers (in
37 of the agents), randomness in the decision-making process (in
11 of the agents), a preliminary selection of servers for querying
(in 57 of the agents), the inclusion of the cost incurred so far (i.e.,
“sunk cost”) in the decision-making process (in 4 of the agents) and
the use of the probability of finding a server with a lower waiting
time than the minimum found so far (in two of the agents).

Several interesting observations may be made based on these
characteristics. First, many of the agents use the mean waiting time
of a server as a parameter that directly influences the search strat-
egy, even though the optimal strategy is not affected directly by
means (see Section 2). Second, a substantial number of agents (39
of 76) do not take into account the cost of search in their strategy.
One possible explanation for this phenomena is that the designers
of these strategies considered cost to be of very little importance in
comparison to the mean waiting times. Interestingly, several stu-
dents (11 of 76) use randomization in their search strategy, even
though, as explained in Section 2, randomness is not useful for
these problems (and plays no role in the optimal strategy).

The average performance of the different agents on the 5000 test
problem instances is given in Figure 2. The vertical axis represents
the average overall time until execution and the horizontal axis is
the agent id. The two horizontal lines in the figure represent the
performance of an agent searching according to the optimal strat-
egy and an agent using the random selection rule, “randomly query
arandom number of servers and assign the job to the server with the
lowest waiting time”. As can be seen from the figure, none of the
students’ agent strategies reached the performance of the optimal
strategy. The average overall time obtained by the agents is 445.77,
while that of the optimal agent is 223.1. Furthermore, many of the
strategies (41 out of 76) did even worse than a random agent.

We attempted to identify clusters of agents, based on agent per-
formance and characteristics of agent design, as identified by our
analysis of agent designs. The following clusters emerged from this
assessment:

e The naive mean-based greedy search strategy and its variants
(e.g., agents 3-7).

e Mean-based approaches that involve preliminary filtering of
servers according to means and costs (e.g., agents 15-17).

e A variation of the naive mean-based greedy search strategy
that also takes the variance of each server as a factor (e.g.,
agents 22-23).

e Querying the two servers with the lowest expected queue
length and assigning the job to the one with the minimum
value found (e.g., agents 24-27).

o Assigning the job to the first/last/random server (e.g., agents
42-71).

For many agents, similarities in performance could not be ex-
plained by resemblances among the strategies themselves. Although
in some cases, agents used different variants of the same basic
strategy, apparently the differences among the variants resulted in
substantial differences in performance. The most interesting and
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Figure 2: Agent performance without any manipulation (to
make the results easier to follow, IDs are ordered based on per-
formance)

unique strategies deployed include: (a) adding up the costs of the
servers already queried, and based on this sum deciding whether
to continue to the next server or to assign the job to the server with
the lower execution time found so far; (b) taking 10% of the servers
with the highest variance and querying them one by one, until the
real value of one of them is less than the one of the server with the
minimal expected value.

There was one major distinction between agent designs that led
us to separate out a group of agents. Although many of the agents
used search strategies that took into account affected information
obtained in searching, a significant number did not follow any se-
quential decision-making rule, but rather queried only one server
chosen arbitrarily. While any selection rule was considered le-
gitimate for the students’ assignment, strategies of the latter type
are not true search strategies. Because these strategies are sim-
ple for the adaptive learner to identify (they choose a single server
according to a simple pattern) and a simple problem reconstruc-
tion method could easily improve their behavior (provide only one
choice: the server with the minimum sum of expected waiting time
and querying time), we removed the results for these agents (agents
32-75) from the main analyses given in this paper. If included in
the analysis, the improvement in the average overall performance
of the adaptive agent reported in the following subsections would
have been substantially better.

6.2 Analysis of Information Hiding

The threshold o used for removing alternatives from the prob-
lem instance is a key parameter affecting the “Information Hiding”
heuristic. Figure 3 depicts the average time until execution (over
all agents, for the 5000 problem instances) for different threshold
values. For comparison purposes, it also shows the average perfor-
mance on the non-manipulated set of problems, which corresponds
to o0 = O (the horizontal line). The shape of the curve has an in-
tuitive explanation. First, for small threshold values, an increase
in the threshold increases agent performance as it further reduces
the possible deviation from the optimal sequence. However, as the
threshold increases, the probability increases that the opportunities
this increase allows to be removed are ones that would be examined
by the optimal strategy.

As the graph in Figure 3 shows, the optimal threshold is o =
10%, for which an average time of 299.33 is obtained. This graph
also shows that for a large interval of threshold values around this
point — in particular for 3% < a < 30% — the performance level
is similar. Thus, the improvements are not extremely sensitive to
the exact value; relatively good performance may be achieved even
if the o value used is not exactly the one which yields the mini-
mum average time. In fact, any threshold below ot = 55% results in
improved performance in comparison to the performance obained
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Figure 4: Average reduction in the search inefficiency of infor-
mation hiding for oo = 10%

without the use of this manipulation heuristic (i.e., with o = 0).

Figure 4 depicts the average reduction in search inefficiency (over
the 5000 problem instances) of each agent with o0 = 10%. As the
figure shows, this heuristic decreased the search inefficiency of 24
of the 32 agents. The maximum improvement was obtained by
agent 32 (80.18%). The average reduction (individual welfare) is
14.49% and the overall reduction (social welfare) is 5.52%. The
downside of this heuristic is that it increases the overhead of some
of the agents’ searches. The highest increase in the overhead of
any agent was, however, minimal and equals 12.1% (for agent 1),
corresponding to an increase of 0.57% in its average time until its
job starts executing.

The main advantages of this strategy are that it improves the per-
formance of most agents and that even in cases in which an indi-
vidual agent’s performance degrades, the degradation is relatively
small. Thus, the heuristic is a good candidate for use as a default
problem-restructuring heuristic whenever there is no information
about searcher strategy or an agent cannot be classified accurately.

6.3 Analysis of Mean Manipulation

Figure 5 depicts the average reduction in search inefficiency, us-
ing the same standard problem set, of each agent when using the
“Mean Manipulation” heuristic. With this heuristic, seven agents
almost fully eliminate their search overhead. These agents use
variants of the naive mean-based greedy search strategy. Other
agents also benefited from this heuristic and substantially reduced
the overhead associated with their inefficient search. These agents
(e.g.,4,7,25) all also included mean-based considerations, to some
extent, in their search strategy.

This heuristic has a significant downside, however. Ten agents
did worse with the mean manipulation heuristic, 5 of them sub-
stantially worse. The search overhead of these agents, in compar-
ison to optimal search, increased by 50-250%. With this heuristic
the overall inefficiency (social welfare) actually increased by 2.5%
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Figure 5: Average reduction in the search inefficiency of Mean
Manipulation

120%

100%

80%

60%

40%

Inefficiency decrease

20%

0%

45 6 7 8 9 1011121314 15 16 17 18 1920 21 22 23 24 25 26 27 28 29 30 31 32

-20%
Agent ID

Figure 6: Average reduction in the search inefficiency of Adap-
tive Learner

even though the average overhead decreased by 1.3%, a classical
case of Simpson’s paradox [17]. The substantial increase in search
overhead for some of the agents makes this heuristic inappropriate
for general use. It is, however, very useful when incorporated into
an adaptive mechanism that attempts to identify those agents that
use mean-based strategies and applies this manipulation method on
their input.

6.4 Analysis of Adaptive Learner

The adapter learner has the best of both worlds. Figure 6 de-
picts the average reduction in search inefficiency, using the stan-
dard problem set, of each agent when using the adaptive learner
heuristic with Y= 10%. For agents that were badly affected by the
mean-manipulation heuristic, the information hiding manipulation
was used instead, improving their performance. Overall, the ineffi-
ciency (social welfare) decreased by 37.4%. The average reduction
in individual inefficiency (individual welfare) is 39%. Out of the 32
agents, 5 agents slightly worsened their performance (maximum of
8% increase in inefficiency, which is equivalent to a 1.3% increase
in the expected waiting time of that agent).

6.5 Evaluation with Different Problem Sets

To show that the results were not due to a wise selection of prob-
lem instance characteristics, we repeated the evaluation with other
distributions of queue lengths and different querying costs. Two
problem sets were used,

e Increased possible querying time (denoted “Inc Quer”): same
as the original set of problems, except that the querying time
was taken from an interval that was three times as large (re-
sulting in an increased ratio between querying time and pos-
sible waiting times in queue).

e Increased queue time variance (denoted “Inc Var”): same as
the original set of problems, except that the possible waiting
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time interval was increased from 1,000 to 10,000 (resulting
in a substantial increased variance in server waiting time in
queue).

Each of these problem sets also contains 5000 different problems.

Table 3 presents the results obtained for the new problem sets
in comparison to the original set. As can be seen from the table,
the improvement obtained from the different heuristics is consistent
with the one obtained using the original set.

Original | Inc. Var | Inc. Quer.
Non-Manipulated 3223 24494 461.9
Adaptive 223.1 2203.0 388.1
Optimal 285.2 1349.7 3323
Average individual improve- | 10.2% 9.7% 10.5%
ment
Overall (social) improvement 11.5% 10.1% 16.0%
Maximum individual perfor- 2.2% 2.0% 1.9%
mance decrease
Average individual inefficiency | 39.0% 29.0% 46.5%
reduction
Overall inefficiency reduction 37.4% 22.4% 56.9%

Table 3: Performance for different classes of problems

7. RELATED WORK

People are bounded rational [16], unlike computer agents, which
may deploy rational strategies and are significantly less bounded
computationally. They cannot be trusted to exhibit optimal behav-
ior [14]. Furthermore, people often tend not to use the optimal
strategy even when one is provided [10]. Their decision-making
may be influenced by selective search, the tendency to gather facts
that support certain conclusions while disregarding other facts that
support other conclusions [2], and by selective perception — the
screening-out of information that one does not think is important
[6]. Others [18], have attributed people’s difficulty in decision-
making to the conflict between a “reflective system” (e.g., involved
in decisions about which college to attend, where to go on trips and
in most circumstances, whether or not to get married) and an “auto-
matic system" (e.g., that leads to smiling upon seeing a puppy, get-
ting nervous while experiencing air turbulence, and ducking when
a ball is thrown at you).

Over the years a variety of work has addressed the challenge
of improving people’s decision-making, mostly by developing de-
cision support systems to assist users in gathering, merging, an-
alyzing, and using information to assess risks and make recom-
mendations in situations that may require tremendous amounts of
the users’ time and attention [21]. Recently, several approaches
have been proposed that attempt to reconstruct the decision-making
problem [18] instead of attempting to change people’s decision-
making strategies directly. This prior work focused on psycholog-
ical aspects of human decision-making, and does not involve any
learning or adaptation. Furthermore, none of this prior work dealt
with a sequential decision-making process.

The search model discussed in this paper, which considers an
optimal stopping rule for individuals engaged in costly search (i.e.,
ones for which there is a search cost) builds on economic search
theory,2 and in particular its sequential search model [12]. While
search theory is a rich research field, its focus is on the theoretical
aspects of the optimal search strategy and it does not address the
non-optimality of search strategies used by people or rationally-
bounded agents.

A range of research in multi-agent systems has examined peo-
ple’s use of agents designed to represent them and act on their be-
half. For example, Kasba [4] is a virtual marketplace on the Web

2 A literature review of search theory may be found elsewhere [12].



where people create autonomous agents in order to buy and sell
goods on their behalf. Various research has involved programming
agents in the decision-theoretic framework of the Colored-Trails
game [8]. Here, the agents had to reason about other agents’ per-
sonalities in environments in which agents are uncertain about each
other’s resources. In the Trading Agent Competition (TAC) [20],
agents are used to collect people’s strategies. Work involving peo-
ple who design agents provides some evidence that people fail to
build in the optimal strategy [3], in particular in search-based en-
vironments [15]. This work has not, however, provided methods
for improving the performance of such agents through problem re-
structuring of any sort.

8. DISCUSSION AND CONCLUSIONS

The results reported in Section 6 are encouraging and a proof of
concept for the possibility of substantially improving agent perfor-
mance in sequential search by restructuring the problem space. The
extensive evaluation reveals that even with no prior information re-
garding an agent’s strategy, a heuristic such as information hiding
produces substantial improvement in average performance while
limiting individual potential performance degradation. With even
limited information about the prior search behavior of an agent,
heuristics such as the adaptive learner can further improve the over-
all performance and lower even further the possible decrease in in-
dividual agent performance. These results were consistent across
three different classes of search environments in extensive evalua-
tions involving a large number of agents, each designed by a differ-
ent person, and a large number of problems within each class.

Restructuring of the problem space is applicable in settings for
which the optimal choice cannot be revealed but rather an optimal
sequential exploration should be devised, and the optimal explo-
ration strategy cannot be provided directly to the decision-maker
or the decision-maker cannot easily be convinced of its optimality.
Instead, we can only control the information the decision-maker
obtains in the problem.

The problem restructuring technique has great potential for mar-
ket designers (who also have the domain-specific information that
can lead to more intelligent restructuring heuristics). Consider for
example large scale Internet websites like autotrader.com or
expedia.com. These web-sites attempt to attract as many users
as possible to increase their revenues from advertisements. Every
listing for a flight or a car on these web-sites is an opportunity that
needs to be explored further to realize its true value to the user. The
welfare of users or the agents they use can thus be substantially
improved by manipulating the listings.

The heuristic that provides the best performance is the adaptive
learner. As our ability to recognize and differentiate additional
strategy clusters and produce appropriate choice manipulations for
them improves, we expect the performance improvement obtained
by applying the adaptive strategy to increase even further. The
adaptive heuristic’s architecture is modular, allowing its augmen-
tation using the new manipulation heuristics to be straightforward.

The research reported in this paper is, to the best of our knowl-
edge, the first to attempt to restructure the decision-making prob-
lem in order to improve performance in a sequential decision-making
setting. The fact that the searcher is facing a sequence of decisions
and all manipulations over the choices take place prior to beginning
the process, substantially increases the complexity for heuristics.
In this case the search strategy used by the searcher becomes more
complex as her decisions are also affected by the temporal nature
of the problem and the new data that is being obtained sequentially.
The challenge faced by the manipulation designer is thus substan-
tially greater than in one-shot decision processes. In the latter case
many simple and highly efficient manipulation techniques can be
designed. For example, if the searcher is limited to obtaining the
value of only one opportunity overall, the simplest and most effi-
cient choice of a manipulation technique would be to remove all
opportunities other than the optimal one.

A natural extension of this work involves developing heuristics
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that will choose the manipulation method to be applied not only
based on agent classification but also based on problem instance
characteristics. This, of course, requires a more refined analysis in
the agent level.
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