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ABSTRACT

In epistemic logic, Kripke structures are used to model the distri-
bution of information in a multi-agent system. In this paper, we
present an approach to quantifying how much information each par-
ticular agent in a system has, or how important the agent is, with
respect to some fact represented as a goal formula. It is typically
the case that the goal formula is distributed knowledge in the sys-
tem, but that no individual agent alone knows it. It might be that
several different groups of agents can get to know the goal formula
together by combining their individual knowledge. By using power
indices developed in voting theory, such as the Banzhaf index, we
get a measure of how important an agent is in such groups. We
analyse the properties of this notion of information-based power in
detail, and characterise the corresponding class of voting games.
Although we mainly focus on distributed knowledge, we also look
at variants of this analysis using other notions of group knowledge.
An advantage of our framework is that power indices and other
power properties can be expressed in standard epistemic logic. This
allows, e.g., standard model checkers to be used to quantitatively
analyse the distribution of information in a given Kripke structure.

Categories and Subject Descriptors

1.2.11 [Distributed Artificial Intelligence]: Multiagent Systems;
1.2.4 [Knowledge representation formalisms and methods]

General Terms
Theory
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1. INTRODUCTION

Epistemic logic is widely used in the multi-agent systems commu-
nity to reason about the knowledge and ignorance of agents in terms
of the information they possess [5]. In many situations, it would be
useful to be able to guantify how information is distributed in a sys-
tem, or to reason about the relative importance of the information

*For also Knowledge itself is Power; with apologies to Francis Ba-
con.
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that different agents have. In general, it is difficult to answer the
question of whether an agent has more information than another
agent except for in special cases, such as when one agent knows
everything another agent knows [15]. In this paper, we quantify the
distribution of information in a system in a specific sense satisfying
two assumptions. The first is that we are interested in who knows
more about some given fact. The second is that we are interested in
situations where information can be communicated between agents,
and it is not always possible or desirable to communicate with ev-
ery other agent in the system.

Consider the following situation. M knows that if sales are up
this quarter, the stock price will increase (p — ¢). T knows that if
the new CEO has signed the contract, the stock price will increase
(r — ¢q). W knows that sales are up this quarter and that the new
CEO has signed the contract (p A r). Assume that this describes all
(relevant) facts that the three agents know. Who knows more? We
are here interested in a more specific type of question: who has the
most important or valuable information about whether or not the
stock price will increase (g), in a social setting where communica-
tion is possible? None of the agents alone knows ¢, but they can
combine their knowledge to find out that g is in fact true. And here
the importance of the knowledge of the three agents differ: M and
W can together find out ¢, as can T and W. M and T cannot. It
can thus be argued that W knows more about ¢ in this social set-
ting, since he can combine his knowledge in several different ways
with others’ knowledge — and, indeed, it is not hard to see that W’s
knowledge is necessary for any group to be able to find out ¢, un-
like that of M or T. If it is important for each individual agent to
find out ¢, and since no agent already knows ¢, the only possibil-
ity is to communicate with someone else; in which case clearly W
would be considered the most important agent.

In this paper we analyse the relative importance of the knowl-
edge each agent has in a system where information about some
fact or objective (¢ in our example above) is distributed through-
out the system. To this end, we employ power indices such as the
Banzhaf index, known from voting theory. The starting point is a
pointed Kripke structure. It is typically the case that the objective
is distributed knowledge in the system, but that no individual agent
knows it. It might be that several different groups of agents can get
to know the objective by combining their knowledge. Our approach
measures the importance of an agent in an arbitrary group of agents
wrt. deriving the objective. We consider an agent to be powerful,
or to have important information, if the probability of changing the
distributed knowledge in the group from ignorance to knowledge
about the objective by joining some arbitrary group, is high. This
concept of information based power can, e.g., be used to identify
agents that are crucial to the functioning of the multi-agent system.

The question of “who knows more” in epistemic logic has re-



cently been studied in [15]. The notion of information based power
we introduce in this paper is a more fine-grained generalisation: if
an agent knows more in the sense of [15] then she has a higher
power index, but not necessarily the other way around. Solution
concepts for coalitional games have recently been used to measure
the degree of inconsistency in databases [8]. In [2] power indices
are used to analyse the relative importance of agents when in terms
of complying or not complying with a normative system defined
over a Kripke-like structure [12, 1]. However, we are not aware of
any approaches using power indices to measure relative importance
of agents in terms of their knowledge/information as described by
a Kripke structure.

The paper is organised as follows. In the two next sections we
briefly review some background material about epistemic logic and
power indices that we will use. In Section 4 we define power
indices for agents, given a pointed Kripke structure and a goal
formula. We give a complete characterisation of the power in-
dices that can be obtained in this way, study their properties in
detail, and show how standard epistemic logic can be used to ex-
press power properties. Since these power properties can be ex-
pressed in epistemic logic, we can also use epistemic logic to rea-
son about agents’ knowledge about such properties. In Section 5
we study what agents know about the distribution of information-
based power in the system. In most of the paper we use distributed
knowledge to define power, but in Section 6 we discuss other types
of group knowledge as well. We conclude in Section 7.

2. EPISTEMIC LOGIC

Assume a finite set of agents Ag = {1,...,n} and a countably
infinite set of atomic propositions ©. The language L of the epis-
temic logic S5, is defined by the following grammar:

pu=TI[plKig|—e|p1Aps
where p € © and i € Ag. An epistemic (Kripke) structure, M,
(over Ag, ©) is an (n + 2)-tuple [5]:

M= (W,~q,...,~y,m), where

e W is a finite, non-empty set of states;

o ~; C W x Wis an epistemic accessibility relation for each
agent i € Ag, where each ~; is an equivalence relation; and

e 7 : W — 2° is a Kripke valuation function, which gives the
set of primitive propositions satisfied in each state.

Formulae are interpreted in a pointed structure, a pair M, s, where
M is a model and s is a state in M, as follows.

e M,s=T

e M,s = piffp € w(s) (where p € ©)

o M,s|=—piff M,s [~ ¢

e M,sEpAYiffM,s =pandM,s =

o M,s |= Ky iff for all # such that s ~; t, M, t = .

‘We will make use of extensions of §5, with group knowledge. To
this end, when G C Ag, we denote the union of G’s accessibility
relations by ~g, so ~¢= (U,cq ~i). We use ~ to denote the
transitive closure of ~%. Finally, ~2 denotes the intersection of
G’s accessibility relations (cf. [5, p.66-70]). The logics S55, S5
and S55P are obtained as follows. The respective languages, Lp,
Lc, and Lcp, are obtained by adding the clause Dgp, Csp, and
both, respectively, where G C Ag, to the definition of Lx. The
interpretation of the two group operators:
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e M,s |= Dgy iff for all t such that s ~2 £, M, t |= ¢

e M,s |= Coypiff for all ¢ such that s ~G £, M, t |= ¢

We use the same notation for the satisfaction relation for all these
logics; it will be clear from context which logic we are working in.
As usual, we writte M |= ¢ if M,s = ¢ forall sin M, and = ¢
if M |= ¢ for all M; in this latter case, we say that ¢ is valid.
A formula is satisfied in a pointed model if it is true. When & is
a set of formulae, ® = ¢, @ entails ¢, means that any pointed
model that satisfies ® also satisfies . A formula is satisfiable if
there exists a pointed model that satisfies it. A formula or set of
formulae is satisfiable in a set of pointed models if it is satisfied
by at least one pointed model in that set. The usual propositional
abbreviations are used, in addition to Egp (G C Ag) for /\I'EG Kip;
f(,»cp for —K;—; ﬁg(p for =Dg—p and chp for ~Cs—p. We will
often abuse notation and write singleton sets of agents {i} as .

Ecp means that all individuals in the group G know . Dgyp
means that ¢ is distributed knowledge among G. Roughly speak-
ing, this knowledge would come about if all members of G were to
share their information (but see also Section 4.2). Cgep, that ¢ is
common knowledge in G, means that Ecp A EGEcp AN EGEGEcp N
.... These concepts of group and individual knowledge are related
as follows (with i € G):

= (Cop — Ec) NEcp — Kip) A(Kip — Do) A(Deyp — @)

The above implications express that common knowledge is the stron-
gest property, and truth the weakest. However, since Cgp is such a
strong notion, this often means it will only be obtained for ‘weak’
(. Or [5], common knowledge can be paraphrased as what ‘any
fool knows’, while distributed knowledge corresponds to what ‘a
wise man knows’.

Finally, the knowledge set of G C Agin M, s is:

Ke(M,s) ={p € Lx : M,s = Kip for some i € G}

3. COALITIONAL GAMES AND POWER

We briefly review some key concepts from the area of cooperative
game theory [10] and the theory of voting power [6] that we will
use in the following. A cooperative (or coalitional) game is a pair
I' = (Ag,v), where Ag = {1,...,n} is a set of players, or agents,
and v : 2% — R is the characteristic function of the game, which
assigns to every set of agents a numeric value, which is convention-
ally interpreted as the value that this group of agents could obtain
if they chose to cooperate. A cooperative game is said to be sim-
ple if the range of v is {0, 1}; in simple games we say that G are
winning if v(G) = 1, while if v(G) = 0, we say G are losing.
A simple cooperative game is said to be monotonic if v(G) = 1
implies that v(H) = 1, whenever G C H. A monotonic simple co-
operative game is sometimes called a simple voting game [6]. For
simple games, a number of power indices attempt to characterise in
a systematic way the influence that a given agent has, by measuring
how effective this agent is at turning a losing coalition into a win-
ning coalition [6]. The best-known of these is perhaps the Banzhaf
index and its relatives, the Banzhaf score and Banzhaf measure [3].

Agent i is said to be a swing player for G if G is not winning but
G U {i} is. We define a function swing(G, i) so that this function
returns 1 if i is a swing player for G, and O otherwise, i.e.,

1 ify(G)=0andv(GU{i}) =1

swing(G, i) = { 0 otherwise.

Now, we define the Banzhaf score for agent i, denoted o, to be the



number of coalitions for which i is a swing player:

oi = Z swing(G, i).

GCAg\{i}

€y

The Banzhaf measure i, is the probability that i would be a swing
player for a coalition chosen at random from 24¢\{};
Hi = on—1

@

The Banzhaf index for a player i € Ag, denoted by f3;, is the pro-
portion of coalitions for which i is a swing to the total number of
swings in the game — thus the Banzhaf index is a measure of rel-
ative power, since it takes into account the Banzhaf score of other
agents:
gi

EjEAg gj
Finally, we define the Shapley-Shubik index; here the order in which
agents join a coalition plays a role. Let P(Ag) denote the set of
all permutations of Ag, with typical members w, @', etc. If w €
P(Ag) and i € Ag, then let prec(i,w) denote the members of
Ag that precede i in the ordering w. Given this, let ¢; denote the
Shapley-Shubik index of i, defined as follows:

1 Z swing(prec(i, @), i)

= 1
‘Ag‘ ' wEP(Ag)

Bi = 3

C)

Si

Thus the Shapley-Shubik index is essentially the Shapley value [10,
p.291] applied to simple ({0, 1}-valued) cooperative games.

We say that a player is a veto player if it is included in all winning
coalitions, a dictator if j; = 1, and a dummy if p; = 0.

4. POWER OF DISTRIBUTED KNOWLEDGE

We define the power of agents given a pointed Kripke structure,
and an objective specified as a goal formula. Intuitively, an agent
is maximally powerful if she already knows the goal formula, and
is completely powerless if she does not know anything needed in
combination with others’ knowledge to be able to conclude that the
goal formula is true. In between these two extremes are potentially
many intermediate levels of power: the more sub-groups the agent
can join in order for the group to have shared knowledge of the
objective, the more powerful the agent is.

In order to formalise the fact that information about the goal for-
mula is shared in a group, we use the concept of distributed knowl-
edge. We define a simple coalitional game where a coalition is
winning iff it has distributed knowledge about the goal formula.

Formally, a goal structure is a tuple S = (M, s, x), where M, s
is a pointed model over agents Ag and x € Lp is a goal formula.
Given a goal structure we define the simple game (Ag, v2):

7{ 1 M,s = Dox

0 otherwise.

EXAMPLE 1. Figure 1 shows a model Myrw of the situation
described in the introduction. Observe that Myrw,s = Ku(p —
q) NKr(r — q) NKw(p A r), and also that these formulae represent
“private” knowledge of the respective agents; i.e., we have that
Muyrw, s = =Ku(r — q) AN=Ku(p Ar) A=Kr(p — q) A=Kr(p A
r) A —Kw(p — q) A ~Kw(r — q). Furthermore observe that
Muyrw,s = —Dxq for all x € {M,T,W}, and that Myrw,s =
=Diy,rvq A Dn,wyq A Dir,wyq. We thus get that M is swing for
exactly {W}, that T is swing for exactly {W}, that W is swing for
exactly {M}, {T} and {M, T}, and thus that:

v5(G)

O'M:OT:1,UW:3

Bu=Pr=13,0w=2

5

1
Ky = K1 :lz
M =<1 =75,
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Figure 1: The model Myrw. Reflexive loops are omitted.

What are the properties of v8? From the fact that Dy implies
Dyx when G C H it follows that 12 is always monotonic. In fact,
monotonicity completely characterise the (simple) games induced
in this way: every monotonic (voting) game is induced by some
Kripke structure and goal formula via the definition above.

THEOREM 1. For any simple cooperative game I' = (Ag, v),
there exists a goal structure S such that v§ = v iff T is monotonic.

PROOF. The implication to the right is immediate (as already
mentioned), so assume that v is monotonic. Let p € ©. We con-
struct a goal structure S = (M, s, x) such that v¥ = v as follows:
W= {so}U{su:v(H)=0}s=s0;V(p) ={so}; x =p. ~iis
defined by the following equivalence classes: [so]~, = {so}U{sn :
i € H} and for every H' such thati € H', [sy/]~, = {su }. Infor-
mally: for each H such that v(H) = 0 there is a designated state sy
where p is false, which no agent in H can discern from s.

Let v(G) = 1. We must show that M, so |= Dgp, so let ¢ be such
that (so,) € [N, ~i- It suffices to show that # = so. Assume
otherwise: that r = sy for some H such that v(H) = 0. For every
i € G, so ~i su, and by the definition of ~; it follows thati € H.
Thus, G C H. But since v¥(G) = 1 and v(H) = 0, that contradicts
monotonicity.

Conversely, let v(G) = 0. We have that sg ~; sg foreveryi € G
and M, s¢ = —p. Thus M, so = Dgp. [

4.1 Expressing Power

Epistemic logic can be used to express and reason about power in
Kripke structures. The following expressions can, e.g., be used
together with a standard model checker, to determine the power
distribution in a given structure.

e iis swing for G when the goal is x:

Swing(G, i, x) = ~Dox A Dougipx

e The Banzhaf score of i wrt. goal x is at least k:

V A

Gy1#-#G CAg\{i} GE{G1,...,Gx }

BAL(i,k,x) = Swing(G, i, x)

e The Banzhaf score of i wrt. goal x is k:
B(i,k,x) = BAL(i, k, x) AN =BAL(i,k + 1, x)

e Of potential interest is checking whether or not one agent has
more information/power than another. Note that the maxi-
mal Banzhaf score is determined by the maximum number
of coalitions not containing the agent; 2"~ *. The Banzhaf
score of agent i is at least as high as that of agent j:

\/  BAL(i,k,x) A ~BAL(j,k,x)
k€l0,2n—1]

BNoLower(i,j,x) =



e | is a veto player wrt. goal x:

Veto(i, X) = —Dag\ (i} X

i is a veto player iff it is included in all winning coalitions,
iff all coalitions without i are losing, iff =Dgx holds for all
G without i. By monotonicity this holds iff Vero(i, x) holds.

e jis adictator wrt. goal x:
Dictator(i, x) = Veto(i, x) N Kix

i is a dictator iff all coalitions containing i are winning, and
no coalition without i is winning. This holds iff Dicrator(i, x)
holds, by monotonicity.

e |is adummy wrt. goal x:

Dummy(i, x) = /\ Dgugiyx — Dox
Ge2As

iis adummy iff VG : M, s |= =(=Dgx A Dgugiy x) which is
equivalent to VG : M, s |= Dguiy X — DeX.

4.2 Full Communication

Implicit in the idea of information-based power is that groups of
agents should somehow be able to realise the knowledge distributed
among them in order to jointly find out that the goal formula is true.
However, while distributed knowledge is the most popular concept
in the literature aiming to capture the “sum” of the knowledge in a
group, it has the following property, as first pointed out in [13]. It
might be that G has distributed knowledge of the goal, but it is still
not possible for the group to establish x through communication
in the following sense: it might not be the case that there exists
a formula ¢; for each i € G such that M,s |= A, ; Kipi and |=
A wi — x. This (possibly lacking) communication property is
equivalent [13] to:

M,s =Dgx = UIC,-(M,S) = x

ieG

&)

and [13] calls this the principle of full communication (the other
direction of (5), ;e Ki(M, s) |= x = M, s |= Dgx, holds on any
model). As an example, consider the model M; in Figure 2. In this
model p is distributed knowledge among agents 1 and 2 in state s,
but p is not entailed from the individual knowledge of 1 and 2 in s
and the model does not satisty the principle of full communication.

o’ o’
1 2
1,2
.—1,) ._‘I) .—1p
o 1,2
2" 1 :
o’ o’

Figure 2: Models M; (left) and M. (right). Reflexive and tran-
sitive edges omitted.

So, if we take the p as the goal formula, agent 1 is swing for {2}
in state s in the model M, above, but it is not possible for agents
1 and 2 to actually infer p together by communicating using the
epistemic language. Our information-based power measures make
particular sense in models that satisfy the principle of full commu-
nication, because in such models whatever is distributed knowledge
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can be obtained by communication in the sense that it follows from
individual knowledge that the involved agents can specify and com-
municate as logical formulas. So which models satisfy the principle
of full communication? There are two particularly relevant model
properties here (generalisations of propositions given in [13]). A
model M = (W, ~q, ..., ~y,m)is a:

e full model [7] iff foralls € W, G C Ag, and & C Lp: if
QUK (M, s) is satisfiable then P is satisfiable in {7 : (s,) €
D
~c }
o full communication model [11] iff foralls € W,G C Ag, and
p € Lg: if {p}UKG(M,s) is satisfiable then ¢ is satisfiable
in{t:(s,t) € ~2}.

Clearly, full models are full communication models. [7] shows that
fullness is sufficient for the principle of full communication to hold,
while [11] shows that a model satisfies the principle of full commu-
nication if and only if the model is a full communication model.

While this definition of full communication models may seem
somewhat technical, note that the principle of full communication
is often violated by the existence of bisimilar states in the model
(such as in the model above). Indeed, bisimulation contractions of
finite models are full communication models (they are distinguish-
ing in the sense of [13], due to the existence of characteristic formu-
lae). Models that are finite and do not contain bisimilar states (and
thus are their own bisimulation contractions) are very common.

Thus, on full communication models we get an alternative, equiv-
alent, definition of power. We have that:

V?(G) =1 & UICi(M,s) Ex

ieG

Q)

when M is a full communication model.

4.3 Properties of Power

The relationship between power properties and epistemic proper-
ties is of natural interest, not the least in order to validate that our
definition of power is reasonable. The relationship properties in the
following lemma are discussed below.

LEMMA 1. Let the goal structure S = (M, s, x) be given.

1. If M, s |= =DagX, then x; = 0 for all i and x € {o, u, 3,5}

IfM,s = —x, then x; = 0 for all i and x € {o, u, 3,}.

IfM,s = Kix, then x; > x; for all j and x € {o, u, 3,5}
IfM,s f= =Dygp\ (3 X, Xi > x; forall jand x € {o, j1, 3,<}.
IfM,s = Kix \ —=K;x, then x; > x;j for allx € {o,u, 3,s}.

On full communication models, if K;(M,s) C K;(M, s) then
xi < x;, for any power measure x € {c, u, 3,<}.

The first property says that if not enough information to infer the
goal formula is distributed throughout the complete system, then
every agent has no power. The second property is a special case
of the first — the goal cannot be derived because it is not true. The
third and fourth properties represent the other extreme: maximum
power. The agent has maximum power (at least as much power
as anyone else) if she already knows the goal, or if the rest of the
system does not have enough information to derive the goal (i.e, if
the agent is a veto player). The fifth and sixth properties are about
relative power. The fifth says that an agent who already knows x
is always strictly more powerful than an agent who does not know
X. The sixth property says that if one agent knows at least as much



as another agent, then the first agent is at least as powerful. This
relates our definition of power to a more classical notion of “know-
ing more” in a reasonable way. Our notion is more fine grained;
the implication does not hold in the other direction. The sixth prop-
erty holds for full communication models, which, again, is a natural
class of models in which to interpret our power measures since they
come with a natural mechanism for distribution of information.

PROOF (OF LEMMA 1). 1. Follows immediately from mono-
tonicity: if i is swing for G, then M, s |= Dguiy X

2. Immediate from = —x — Dag—x and the first item.

3. If suffices to show that i is swing for any coalition any agent
Jj is swing for. So assume that M,s |= —Dgx A Dguyjyx. From
M,s |= Kix it follows that M,s |= Dguyiyx, and thus i is also
swing for G.

4. Assume that j is swing for G. From M,s = Dgyy; X, the
assumption that M,s |= —Dyg\ (i3 x and monotonicity, it follows
that i € G. Thus it also follows that i is swing for (G \ {i}) U {j}.
Because i € G and j ¢ G for coalitions G for which j is swing,
(Gi\{i}) U{j} # (G2\{i}) U{j} for any two different coalitions
G1, G2 for which j is swing, and thus there are at least as many
swings for i.

5. If j is swing for G, M, s |= —=D¢¢ so G cannot contain i and i
is also swing for G. In addition, i is swing for @, unlike j.

6. Let M be a full communication model and assume that i is
swing for G, i.e., that M, s |= Dox A Dgugiy x. From the fact that
M is a full communication model and eq. (6) above, we get that
Uieouiy Ki(M, 5) |= x. From Ki(M, s) C K;(M, ) it follows that
U,EGU{J.} K«(M,s) |= x which again means that M, s |= Dgu ;3 X
Thus, j is swing for G. [

In the following lemma we look at power measures in “similar”
models. The proper notion of bisimulation for distributed knowl-
edge, and hence our power measures, is given in the second point.

LEMMA 2.

1. The power measures are not invariant under (standard) bisim-
ulation. That is, bisimilar pointed models may have different
power measures.

2. The power measures are invariant under collective bisimu-
lation [11].

3. Onfull models, the power measures are invariant under (stan-
dard) bisimulation.

PROOF. 1. A counter-example is found in Figure 2, which con-
tains two bisimilar models with two agents. It is easy to see that by
taking x = p, we geto1 = 1in My but o1 = 0 in Ms.

2. follows immediately from the fact that satisfaction in Lp is
invariant under collective bisimulation [11, Prop. 19].

3. For full models the notions of collective bisimulation and
bisimulation coincide [11, Prop. 20]. [

Finally, let us look at the relationship between power properties
and the structure of the goal formula. We will make use of the
logical expressions of power properties from Section 4.1.

Starting with tautologies and contradictions:

E —Swing(G,i, T) | —-Swing(G,i, 1)
E Vero(i, L) = —Vero(i, T)
E —Dictator(i, L) = —Dictator(i, T)

With such goal formulae, no agent can be swing for any coalition.
Every agent is a veto player for L, while no agent is a veto player
for T. No agent can be a dictator for L nor T.
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The case of conjunction:

Swings are closed under the operation of taking conjunction of goal
formulae. The converse does not hold, but this does:

': SWan(G> i, X1 A\ X2) - (SWlng(Ga A Xl) v SWan(G, i X2))

—if i is swing wrt. a conjunction, she is swing wrt. at least one of
the conjuncts (but not necessarily both).
For negation we have that (but not the other way around):

= Swing(G, i, ~x) — —Swing(G, i, x)

Moving on to the case that the goal formula is epistemic, first
observe the following properties of distributed S5 knowledge: =
DgDgrp — Dgy for any G,G', and |= DgDgrp < Dgp when
G C G'. From these properties it follows that:

= Swing(H,i,Dgx) — Swing(H, i, x)
= Swing(H,i,Dgx) « Swing(H, i, x)

when H C G
when HU{i} C G

In particular, using a goal formula D¢y is equivalent to using ¢
when it comes to counting swings within G.

If we take G = {j} in the expressions above, we get the case
where the goal formula describes individual knowledge. It follows
that:

= Swing(0, i, Kjx) — Swing(0, i, x)

= Swing({j}, i, Kix) — Swing({j}, i, x)
= Swing(0, i, Kix) < Swing(0, i, x)

for any j
for any j

5. KNOWLEDGE OF POWER

We have thus associated power indices with states of Kripke struc-
tures, by assuming that they are defined by agents’ knowledge. But
epistemic logic allows us to reason about agents’ knowledge about
state-properties — so we can go from analysing the power of knowl-
edge to analysing knowledge of power: what do the agents in the
system know about the distribution of power?

The formula K;Swing(G, i, x), where Swing(G, i, x) = —Dcx A
Dguyiy X, denotes the fact that agent j knows that i is swing for G.
If we look first at the more general case of distributed knowledge
of that fact, we have the following (we formally prove this and the
following validities in Theorem 2 below):

@)

—if i is swing for G, then this is distributed knowledge in G U {i}.

However, this does not carry over to individual knowledge. It
turns out that Swing(G, i, x) A —K;Swing(G, i, x) is satisfiable, for
any j including j = i. Thus, an agent can be swing for a coalition,
without neither the agent nor the agents in the coalition knowing it.
When, then, does an agent know that she is swing? The answer is:
almost never. The following holds:

): SWll’lg(G, i7 X) - DGU{i}SWing(G7 i7 X)

®)

for any i,j (including i = j). In other words, an agent can only
know that any agent (including herself) is swing for any coalition if
she (the first agent) already knows the goal formula! In the typical
case that  is distributed information throughout the system, but
no individual agent alone knows , no agent knows that any agent
can swing any coalition from ignorance to knowledge about y. It
follows that

= Kj—~Dummy(i, x) — Kjx

E Ki—Dummy(i, x) — K; /\ BNoLower(j, k, x)

kEAg

©))



— only agents that are maximally powerful (at least as powerful as
any other agent), and know that they are, can know that anyone
(including themselves) are not a dummy player.

It also holds that

= KiSwing(G, i, x) — K;Swing(G,J, x) (10)

—if an agent knows that another agent is swing for some coalition,
then the first agent must be swing for the same coalition. In partic-
ular: = Kj—~Dummy(i, x) — K;—Dummy(j, x).

However, no agent in a coalition can know that someone is swing
for that coalition:

=\ —KiSwing(G,i, x) (11
JEG
For veto players, we have that
= K;Veto(j, x) — —Ki—Dummy(i,x) i#j (12)

— the only agents that can know that someone else is a veto player
are agents that consider it possible that they are dummies them-
selves.
For dictators, we have that
= —K;Dictator(i,x) i#j
— the only agent that can know who the dictator is, is the dictator.
Turning to knowledge about the values of power indices, we have

(14)

13)

= K;B(i, k, x) — BNoLower(j, i, x)

— no agent can know the Banzhaf score of any agent with a lower
score than herself.

We can conclude that the distribution of power is generally not
known in the system. We emphasise that this does not pose any
problem for our interpretation of the power indices as measures of
the distribution of information in the system, as we discuss further
in Section 7.

THEOREM 2. Properties (7)—(14) hold.

PROOF. We make use of the fact that distributed knowledge sat-
isfies the S5 properties [4], which follows from the fact that the
intersection of equivalence relations is an equivalence relation, as
well as the monotonicity property (Dgyp — Duy when G C H).

(7): from —DgY it follows that Dg—Dgx by negative introspec-
tion, and Dgy ;) ~Dgx follows by monotonicity. DguyiyDeugiy X
follows from Dgy ;3 x by positive introspection. Dgy (i3 Swing(G, i)
follows by knowledge distribution.

(8): Kj=Dummy(i, x) is equal to K; \/ ;(Dgugiy x A ~Dex). By
reflexivity Dgy ;3 x implies x, and thus \/;(Dgugiy x A —Dex) im-
plies that x. By knowledge distribution, K;x holds.

(9): let K;~Dummy(i, x) be true. By (8), Kjx and from positive

introspection K;K;x. From Lemma 1.3 it follows that K;BNoLower (j, k, x)

for any k.

(10): from K;Swing(G, i, x) it follows that K;—Dgx. By (8) it
also follows that K;x. By knowledge distribution, K;(—~Dgx AK;X),
which by monotonicity implies that K;(—=Dsx A DguyjyX)-

(11): if K;Swing(G, i, x) is true for some j € G, then K;Swing(G, j, x)
by (10), and Swing(G,j, x) by reflexivity. But this is a contradic-
tion.

(12): from K;Veto(j, x) it follows that K;—K;x when i # j, from
which it follows that —K;x. If K;—~Dummy(i, x) is true, then K;x
by (8); a contradiction.

(13): K;Dictator(i, x) is equivalent to Kj(Veto(i, x ) AKix), which
implies that K;x and Veto(i,x). From the latter it follows that
—Dyg\ iy X> and from monotonicity it follows that —Kjx — a con-
tradiction.
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(14): if o; = 0, the formula holds trivially. If o; > 0, K;B(i, k, x)
implies that there is a G such that K;(—~Dgx A Dgugiy ) is true. It
follows that Kjx, and by Lemma 1.3 that o; > o;.

6. OTHER TYPES OF GROUP KNOWLEDGE

‘We have so far used the notion of distributed knowledge to measure
power. Can other notions of group knowledge be used? Note that
both everybody-knows and common knowledge are anti-monotonic,
in the sense that Cg implies Cgr 0 when G C G, while distributed
knowledge is monotonic (Dgr¢ implies Dgp). This means that
simply “replacing” distributed knowledge in the definition of the
game by any of these notions would not make sense (e.g., “Cgp A
Couyiy ¢ is not satisfiable). However, there is another way in which
we can look at an agent’s power with respect to common knowledge
(and similarly with everybody-knows). An agent has “negative”
power if he can swing a coalition from having common knowledge
of the goal, to not having it. In other words, this would correspond
to an agent’s power to spoil, rather than to achieve, the goal. Using
this definition of the power measures, a high value means that the
agent has little information, and including it in a group is likely to,
e.g., break common knowledge needed for coordination.
Let us start with everybody-knows. Given S = (M, s, x), let:

{

We say that a simple cooperative game is determined if there is a set
of agents Winners C Ag such that v(G) = 1 iff G N Winners # (.
Note that determined games are monotonic.

1 M,sE—Ecx
0 otherwise

vs (G)

THEOREM 3. For any simple cooperative game I' = (Ag,v),
there exists a goal structure S such that v§ = v iff T is determined.

PROOF. For the implication to the right, given S let Winners =
{i : M,s = —Kix}. Itis easy to see that v£(G) = 1iff G N
Winners # . For the implication to the right, we define S =
(M, s, x) as follows. Letp € ©. Let W = {s,t}; 50 = 5; V(p) =
{s}, V(g) = Oforq # p;s ~i t & i € Winners; x = p.
Let ¥(G) = 1. That means that there is an agent i such that i €
G N Winners. From i € Winners it follows that M, so |= —K;p, and
since i € G we get that M, so |= —Egy. For the other direction, let
M,so |= —Egp. That means that M, sq = —K;p for some i € G.
But the only possibility then is that also i € Winners. Thus, i €
G N Winners, and thus v(G) = 1. [

It is easy to see that for determined games, the Banzhaf score is
the same for all winners, as well as the same (0) for all non-winners:

LEMMA 3. For any determined game and any agent i,
QlAg\Winnersl i = Winners
g = .
0 otherwise

It follows that it is easy to compute the power measures:

THEOREM 4. Given a goal structure S = (M,s,x) and an

agent i in M, the Banzhaf score o; for i in the game (Ag, V<) can be
computed in polynomial time.

PROOF. By Theorem 3 the game is determined. The winners
can be computed in polynomial time: for every state ¢, check whether
M,t = —x, and if it does add i to Winners if there is an i-transition
from ¢ to 5. o; is computed from the size of Winners according to
Lemma 3. []



Moving on to common knowledge, given S = (M, s, ), let:

{

EXAMPLE 2. The following two examples are inspired by [14,
Section 2.3]. In the first setting, the set of agents Ag is the set of
participants of a conference, and a € Ag represents our hero Alco.
During one afternoon, while all other participants are attending
a joint session, Alco spends his time in the bar of the conference
hotel. The session chair announces x: ‘tomorrow, sessions start
at 9:00 rather than 10:00°. Everybody (i.e., Ag) at the confer-
ence feels very responsible for the well-being of the participants,
and only if Cagx holds, people will stop informing each other of
X- If s is the situation immediately after the chair’s announce-
ment, we obviously have M,s |= Swing(Ag\ {a},a, x), where
Swing is now defined for common knowledge: Swing(G, i, x)
Cox N ~Cgugiyx. Now consider a new state s1, in which Alco
leaves the bar to get some fresh air, and which leads to a state s
where at the general session a friend f of Alco makes the chair
(publicly) aware that Alco was in the bar during the announcement
X. At this moment it is common knowledge among Ag \ {a} that
Swing(Ag \ {a}, a, x), but then the chair replies to f by saying that
there is an intercom in the bar that is directly connected to the con-
ference room. Note that a is now still a veto player wrt. Ag and
X, since Alco does not know about the discussion regarding his ab-
sence during the announcement of x. In other words, although in
s2 we have Exgx, we also have ~K.KyK,x: Alco knows that his
friend f may have concerns about Alco not knowing x (this con-
cern is justified, since f notified the chair), and Alco does not know
that f has been properly informed (that K,x) by the chair, so one
may expect that a will make at some time an effort to make pub-
licly known that he knows x, so people can stop worrying about
a's time-table tomorrow.

Swing players for common knowledge in a coalition G often
come with delicate protocols for the communication in G. An ex-
ample here is the celebrations of Santa Claus in certain cultures,
where it is common knowledge among those over a certain age that
Santa Claus is in fact not responsible for the presents at the evening
(this is x), while x is not known among the participants under a
certain age. Now, even when everybody at the Christmas party
knows that x, there may be several swing players for several coali-
tions, which explains that conversations have to be participated in
carefully. To be more precise, suppose that EGEgx N —KiK;Kix
(with i,j € G). Since i knows that everybody in G knows x al-
ready, he might chose not to look childish to j and reveal to j that
Kix, indicating he is not a fool. But i might also chose to exploit
—KiKjK;x, and challenge j into a ‘dangerous conversation’, where
J may think he needs to be careful not to reveal x to i.

These examples also suggest that power is in fact an interesting
issue in dynamic contexts, after enough communication has taken
place for instance, Alco may seize to be a swing player. Dynamic
Epistemic Logic ([14]) paves the right formal framework to study
these phenomena, like the fact that some true formulas can never be
known no matter how often they are announced: they would always
have a veto player (Moore sentences like (p \—K,p) being the most
prominent examples).

1 M,s k= -Cex
0 otherwise

vs (G)

Like for the case of distributed knowledge, the class of games
obtained in this way is exactly the monotonic games.

THEOREM 5. For any simple cooperative game I' = (Ag,v),
there exists a goal structure S such that v§ = v iff T’ is monotonic.

PROOF. It is easy to see that v/§ is monotonic.
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For the other direction, let v be monotonic. If there is no coali-
tion G with v(G) = 1, let M consist of only one state s with
V(p) = {s} and ~,= W x W for every a € Ag. It is easily
seen that V,f,’w,(G) = 0 for all coalitions G.

Otherwise put first of all s € W N V(p) and add (s, s) to each
~a. Let H, . . . H be the coalitions with the property that v(H;) =
1 and for no proper subset of Hj, it holds that v(H) 1. For
each such H;, do the following. Let H; = {d},db, .. .af77<i)}. Add
new states W; = {s},s5, .. ~an(i)} to W in such a way that (s, s})
and (s, s) become members of ~,,
(S}41,5) to ~,, With 1< < m(i). Add (s,s}) to each ~q

(1 < m(i)). Finally, add Wi\{sin(i)} to V(p). When this process has
finished for all H;, take the transitive symmetric reflexive closure of
every ~, so far defined. The effect of this last step is that for every
agent a and every two states s} and s, with (s, s} ) and (s, 5, ) € ~,
we also add (s, 5,) and (5}, 5}) to ~g.

A straight path 7 in the model is a sequence of state-agent al-
terations (x1,dai,x2,dz...x,), with each x;, € W,a; € Ag, and
(i, Xiy1) € ~g such that x; # x; if i # j. It is a straight s-path if
x1 = s. Let Ag(m) be the set of agents occurring in 7. Note that a
straight s-path that ends in state s, denotes a ‘shortest’ route in the
model from s to s, since the states in a straight path are different. A
straight path x1, a1, x2,as . . . x, leads to ¢ if x, is the only-¢ world
in it. The following is an important property of our model: there is
a straight path 7 leading to —p iff for some H;, we have v(H;) = 1
and Ag(m) = H;.

We now prove that VG C Ag (v(G) = 1iffM,s = —Cqp).
First, if (G) = 1, there is a smallest set H; = {a’, ..., )} € G
such that v(H;) = 1. For this H;, we have constructed a straight
s-path 7 leading to —p and for which Ag(w) = H;. So, we have
M,s |= =Cu,p, and hence M,s = —Cqp, i.e., v§(G) = 1. Sec-
ondly, suppose M, s |= —Cgp, it means for our model that there is
a straight s-path 7 leading to —p for which Ag(mw) C G (indeed,
there may be agents a € G \ Ag(w)). But the only such paths we
have in M are paths that use a minimal set of agents H; for which
v(H;) = 1, so v(Ag(m)) = 1. By monotonicity, v(G) = 1. [

7. DISCUSSION

We have shown that our information-based notion of power has rea-
sonable properties, at least on full communication models — which
come with a natural mechanism for distribution of information. We
have also shown that it is easy to compute such power indices using
a standard model checker for epistemic logic.

It is natural to define swings using distributed knowledge. A
high power index here means that the agent’s knowledge is impor-
tant for an arbitrary group jointly getting to know the goal formula
by sharing their information. We also gave alternative definitions
of “negative” power in terms of swinging a group from a situation
where every member knows the goal, or the goal is common knowl-
edge. Here, a high power index means that the agent knows little:
if it is important to have common knowledge in a group (e.g., for
coordination), then it is likely that including a high-power agent
will lead to failure. The everybody-knows case is computation-
ally tractable, but the price is a lower “resolution”: the agents di-
vide into only two classes, with agents in the same class having the
same power. It is interesting that the common knowledge case and
the distributed knowledge correspond to the same class of voting
games (Theorems 1 and 5). If this seems counter-intuitive, keep in
mind that the two theorems express that there is a connection be-
tween distributed knowledge and lack of common knowledge: con-
ceiving distributed knowledge as a game where a coalition wins if
it implicitly knows the goal formula, is structurally similar to con-

3 and furthermore add (sf, s}+1),



ceiving common knowledge as a game where a coalition wins if it
does not commonly know the goal.

[15] studies a particular notion of “knowing more”. Their con-
cept “i knows at least what j knows” is defined by Ri(s) C R;(s)
where s is a state and Ri(s) = {r : (s,7) € R} and R, is an
indistinguishability relation for agent x. Our power measures for
distributed knowledge agree: if Ri(s) C R;j(s) then Swing(G,j, x)
implies that Swing(G, i, x) for any x, and thus o; > o;. The im-
plication does not hold in the other direction; our notion of “know-
ing more” is more fine grained. [15] also introduces a modal op-
erator =~ where, for agents i and j, the formula i = j expresses
that whatever state is an alternative for j, is also an alternative for
i. This provides a way to locally express that K;p — Kjp for
all . There is one sense in which such an operator allows one
also to express properties of the power of knowledge in a compact
way. For distributed knowledge for instance, the formula i > j
implies that (Swing(G,i,x) — Swing(G,j, x)) and ~Swing(G U
{i},J, x) — for any x. When reasoning about the power in the con-
text of everybody knows, “opposite” properties derive: = (i >
7)) — (Swing(G,j,x) — Swing(G,i,x)) and = (i = j) —
—Swing(G U {j},i,x). Note that such properties cannot be ex-
pressed in modal logic without such an operator: for instance in
= (Kip — Kyp) — (Swing(G,i,x) — Swing(G,j,x)) the for-
mula ¢ is a specific formula (not a scheme), and = (Kip —
Kip) = = (Swing(G, i, x) — Swing(G,j, x)) is obviously true,
but much weaker: the antecedent is false (if i # j).

In Section 5 we saw that agents in the system generally know
very little about the distribution of information-based power in the
system. For example, an agent with a high power index typically
does not know which coalitions she needs to join in order to de-
rive the goal formula (or indeed that she is a high-power agent).
We emphasise that this is not in any way a problem for the inter-
pretation of our power indices. A high Banzhaf index means, in
our setting, that the probability of changing some arbitrary coali-
tion from ignorance to knowledge about the goal is high — in the
same way that it is interpreted as the probability of changing an out-
come in voting theory. In fact, that an agent does not know which
coalitions it is swing for makes the probability of being swing for
an arbitrary coalition more interesting. Furthermore, in many dis-
tributed and multi-agent systems, such as sensor networks, agents
are restricted to communication with some arbitrary sub-group of
all agents at any given time. We think of these power measures
as a tool for external analysis of the information distribution in a
system, to find out, e.g., whether information is evenly distributed
or whether there are some agents that are particularly crucial to
the functioning of the system in the sense that the information they
have is difficult to obtain elsewhere in the system. The negative
results about knowledge of power properties can also be seen as
a barrier against strategic behaviour: it is almost never possible
for an agent to know that it suffices to share information with only
some particular subgroup of the grand coalition.

An interesting direction for future work is to associate formulae
of the form DgDyp with composite voting games [6, p. 27]. In
this paper we have studied a semantic notion of power, associated
with a point in a Kripke structure. Another direction for future
work is to develop a syntactic notion of power, based on a set of
epistemic formulae. For such an approach it would be necessary
to syntactically describe that agents know “this and nothing more”,
and extensions of epistemic logic with only knowing [9] seem like
a promising starting point.
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