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ABSTRACT

Agents in open multi-agent systems must deal with the dif-
ficult problem of selecting interaction partners in the face of
uncertainty about their behaviour. This is especially prob-
lematic if they have to interact with an agent they have not
interacted with before. In this case they can turn to their
peers for information about this potential partner. How-
ever, in scenarios where agents may be evaluated according
to many different criteria for many different purposes, their
peers’ evaluations may be mismatched with regards to their
own expectations. In this paper we present a novel method,
using an argumentation framework, that allows agents to
discuss and adapt their trust model. This allows agents to
provide, and receive, personalized trust evaluations, better
suited to the agent in need, as is shown in a prototypical
experiment.

Categories and Subject Descriptors

Computing Methodologies [Artificial Intelligence]: Dis-
tributed Artificial Intelligence

General Terms

Algorithms, Experimentation

Keywords
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1. INTRODUCTION

In any society of intentional agents, trust is an essential
tool for selecting interaction partners. Trust is a personal
and subjective evaluation of a target for the fulfillment of a
specific goal. However, to choose a partner based on trust,
an agent needs information about it. In any environment
where it does not have direct experiences with interaction
partners, it turns to external sources to aid in making this se-
lection. Reputation is one source of such information. Rep-
utation is what a group of individuals say about an agent,
regarding its behaviour. Computational models of reputa-
tion usually obtain this by aggregating reported evaluations
from a large number of individual agents. If the aggregation
is performed properly, this can be an effective estimate of
an agent’s trustworthiness, precisely because it is an aggre-
gation of a large number of reported evaluations.
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1.1 Reputation and Recommendation

The drawback of reputation that we focus on in this article
is that, if an agent has specific requirements, reputation cal-
culated as an aggregation of opinions can be an inadequate
measure to decide whether or not a target is able to meet
these requirements. This is especially true in any domain
where there are many different requirements an agent may
have for any specific task. A good reputation for fulfilling
that task does not guarantee that the agent complies with a
single agent’s specific requirements, just that it is generally
able to comply with agents’ needs.

For tasks such as buying an item in an online market-
place these measures are generally good enough: the range
of requirements between agents does not vary much, and
a good reputation generally means an agent is good over
the entire range of requirements. However, the same cannot
be said when the range of requirements increases. When a
choice depends on many different criteria, collaborative fil-
tering mechanisms may offer a solution. These mechanisms
provide personalized recommendations by relying on large
numbers of agents and matching the requesting agent’s pro-
file to that of agents who have provided evaluations [17].
These recommendations are more tailored to an individual’s
needs than reputation, because the system only uses eval-
uations from agents similar to the requesting agent. Such
mechanisms, however, have their own drawbacks. The first
is that they require a large number of agents providing not
only evaluations, but also a profile (representing the context
in which they made the evaluation and the goal they were
trying to achieve).

As multi-agent systems mature and gain in popularity,
the domains in which they may be applied increase, and not
all of these have a large number of agents providing profiles
and evaluations. An approach that does not rely on a large
network is to use an agent’s own network of friends, in order
to give personalized recommendations. This is the approach
we adopt in this paper.

1.2 Personalized Trust Recommendations

We assume an agent has a computational trust model to
aid with partner selection. Ultimately, computational trust
models and recommender systems have a very similar aim.
Both computational trust models and recommender systems
alm to provide accurate evaluations of other agents in order
for the agent to select a good partner, in the given context,
to achieve its goal.

The fundamental difference is what agent the calculation
centers on. Recommender systems aim to tailor a personal-
ized recommendation to the requesting agent. Trust mod-



els, on the other hand, take only the calculating agent’s goals
and beliefs into account when calculating a trust evaluation.
Upon receiving a trust evaluation this needs to be taken into
account: it is the sender’s subjective and personal evaluation
and may, therefore, not be useful to the requesting agent.

In this paper we propose a novel approach to communicate
about trust by learning a lesson from recommender systems:
we propose to personalize trust evaluations to the requesting
agent’s requirements. Our proposal is two-pronged. Firstly,
agents requesting information may communicate the goal,
and corresponding criteria, for which they need a partner
to perform a task. The supplying agent can then use this
goal and criteria to tailor a trust evaluation to it. Secondly,
agents may attempt to persuade each other that their be-
liefs about the environment, and the corresponding criteria
in their trust model, are incorrect. By combining these tech-
niques agents can communicate about personalized trust, al-
lowing them to better estimate a potential partner’s perfor-
mance for fulfilling a specific goal, given the agent’s beliefs
about the environment.

2. RELATED WORK

Using other agents’ trust evaluations directly is not a new
idea. A long-standing problem with such communication
has been lying or colluding agents. In such cases an agent
intentionally communicates a wrong trust evaluation. A so-
lution is to filter out communication from such agents [19].
The underlying assumption is that lying is the only reason
other agents’ trust evaluations can be mismatched and thus,
by detecting agents whose evaluations do not match the own
evaluations, the problem can be solved. However, in an envi-
ronment in which agents may use many different criteria to
evaluate each other, these methods will mark many agents
as liars who simply have a different opinion.

Koster et al. address this problem by translating others’
trust evaluations into the own frame of reference using a
machine learning algorithm [8]. However, as with any such
algorithm, this requires a large amount of data. In this case
the data consists of targets that both agents have evaluated,
and can thus be compared. This assumes both agents have
already interacted with many agents in the system. Thus it
does not work for agents who are new to the environment,
or environments with few agents.

Pinyol et al. [13] address the problem of communication in
a manner that does not require a large amount of data, by
using argumentation about trust. This allows agents to ex-
change information about their trust model, and thus each
agent can decide whether or not to accept a communicated
evaluation. While this does not assume agents are lying
if their trust evaluations do not match, it suffers a similar
drawback to the methods for detecting lies: it will discard a
large amount of information if there are many different cri-
teria on which to base an evaluation, because it may only ac-
cept or reject a communicated evaluation. We demonstrate
this drawback empirically in Section 6. There are other ap-
proaches that combine trust and argumentation [10, 6], but
these focus on different aspects of the area.

3. ADAPTRUST

Our method for enabling personalized communication a-
bout trust is based on three capabilities an agent must have:

1. An agent must be able to adapt its trust model in order
to personalize its evaluations to the other agent’s needs.
2. An agent must be capable of communicating its criteria

for evaluating trust, as well as the underlying beliefs and
goals leading to these criteria.

3. An agent must be willing and able to change its trust
model, if it is persuaded that its beliefs about the environ-
ment, and thus the criteria for calculating trust are wrong.

We assume that agents are willing to adapt their model if
they are convinced it is inaccurate. We use AdapTrust to en-
able this, and, additionally so agents can adapt their trust
model to another agent’s needs. AdapTrust is an exten-
sion of the BDI framework for intelligent agents [16]. As
the name implies, AdapTrust allows a trust model to be
adapted, according to an agent’s goals and beliefs. We pre-
sent the method in full detail in [9] and summarize it here.

Computational trust models are, fundamentally, methods
of aggregation: they combine and merge data from several
different sources into a single value, the trustworthiness of
a target. As argued in the introduction, the evaluation of a
target is dependent on the beliefs the evaluator has about the
world, as well as the goal it is trying to achieve. Luckily most
computational trust models come equipped with a way of
implementing this dependency: they have parameters that
can be used to adjust the behaviour of the trust model. The
aim of AdapTrust is not to present another trust model, but
to incorporate existing trust models into an intelligent agent.
This can be used to deal with the multifaceted aspects of
trust or, as we show in this article, adapt the trust model to
improve communication about trust.

In any computational trust model, there are parameters
that represent criteria for evaluating trustworthiness. For
instance, many trust models use a parameter to give less
importance to old information than new. This is useful if
old information can become outdated and thus new informa-
tion is more accurate than old. However, in a largely static
environment this is not the case. The value of this param-
eter should be adjusted to the dynamicity of the environ-
ment. In general, the parameters of the trust model should
be influenced by an agent’s changing criteria for evaluating
trustworthiness in a changing environment.

3.1 Priority System

The parameters of a trust model describe the importance
of the different criteria for evaluating trustworthiness. How-
ever, it is more useful to consider this the other way round:
the relative importance between the different criteria de-
fine a set of parameters for the trust model. These criteria
are directly under an intelligent agent’s control, and thus
an agent is able to adapt its trust model. AdapTrust de-
scribes the specific techniques necessary to do this. The
first of these is Lpr, a language to describe the relative im-
portance of any two criteria that influence a parameter of
the trust model. We chose a subset of first-order logic with a
family of predicates to define this importance relation, also
called a priority ordering. For each parameter p of the trust
model, the binary predicates >, and =, are defined with
the expected properties of strict ordering and equality, re-
spectively. The terms of the language are a set of elements
representing the criteria that influence how the trust model
should work. A Priority System is defined as a satisfiable
theory in this language. For instance, consider an eCom-
merce environment. If an agent uses a weight w to calculate
its evaluation of a sale and it finds the price of an item to
be more important than its delivery time, it can have the
priority price =, delivery_time in its Priority System.



3.2 Priority Rules

The second technique of AdapTrust is to create the link
between, on the one hand, an agent’s beliefs and goals and,
on the other hand, the priority between the different criteria
for evaluating trust. This link makes explicit the adaptive
process: a change in an agent’s beliefs or goals effects a
change in the priorities over the criteria, which changes the
parameters of the trust model. The connection between the
beliefs or goals and the priorities is made through what we
call priority rules. The priority rules are specified using an-
other first-order language, LRruies, with predicates ~ periey
and ~goar specifying how a set of beliefs, or a goal, respec-
tively, leads to a specific priority relation between two crite-
ria. By using these rules, we see that when the belief base
changes the priorities can change. Additionally this is how
the multifaceted aspect of trust is emphasized: the goal the
agent is trying to achieve influences the priority system and
thus the trust model. For instance, in the eCommerce exam-
ple above, our agent might need to buy a bicycle urgently.
It then has the goal buy_urgent(bicycle). For this goal, de-
livery time is more important than the price, so it has the
priority rule buy_urgent(bicycle) ~Goa (delivery_time .,
price) and therewith adapts its trust model to the require-
ments of the goal.

We do not go into detail on how these priority rules come
to be. They can be programmed by a designer, or gener-
ated dynamically by a machine learning algorithm. How-
ever, what we are interested in here, is that they can also
be incorporated through communication with another agent.
We will return to this in Section 5, but first we describe the
basic argumentation framework that we extend to allow for
this communication. For a full description of the AdapTrust
mechanism we refer an interested reader to [9].

4. PINYOL’S ARGUMENTATION METHOD

In the previous section we addressed two of the three re-
quirements for agents to provide personal communications
about trust. The last is that they are able to communicate
about their criteria for evaluating trust. These criteria are
given by an agent’s beliefs and goals. What we need is thus
a communication language that allows agents to talk about
trust evaluations, the beliefs and goals these depend on, and
the causal relationship between the two. We present this
in Section 5, however Pinyol proposed a partial solution to
this problem: an information-seeking dialogue for commu-
nication about trust [14]. The main aim of this framework
is to allow the receiver of a communicated evaluation to de-
cide whether or not to accept it. The framework creates
an argument abstracting away from the computational pro-
cess of the trust model, thereby allowing agents to discover
what the original sources for evaluating a trust evaluation
are. However, when asked why an aggregation of sources
resulted in a specific evaluation, the model can only repeat
itself as this is modeled as a ground element of the argumen-
tation language. Our proposal extends the framework and
allows agents to answer such questions, but first we summa-
rize Pinyol’s argumentation framework.

4.1 Trust as an inferential process

Pinyol starts by modeling the trust model as an inference
relation between sentences in Lrep, a first-order language
about trust and reputation [14]. This language is defined
by a taxonomy of terms used for describing the process of

computing trust. A trust model is considered as a compu-
tational process: given a finite set of inputs, such as beliefs
about direct experiences or reputation, it calculates a trust
evaluation for a target. The semantics of a computational
process can be given by the application of a set of inference
rules [7]. We define this as follows:

DEFINITION 1 (SEMANTICS OF A TRUST MODEL). We
say that a set of inference rules I is a specification of a trust
model if, given input A and the resulting trust computation
0, we have that A &, i.e., there exists a finite number of
applications of inference rules v € T by which we may infer
0 from A.

The inference rules themselves depend on the specifics of
the computational process and thus the actual trust model
being used, but for any computational trust model, such an
inference relation exists. For instance, a trust model might
have a rule: )
img(T, X),rep(T,Y)
trust(T, X%

With img, rep and trust predicate symbols in Lgre, and
T,X and Y variables. For a specific target Jim, an a-
gent knows {img(Jim,3), rep(Jim,5)}. It can thus infer
trust(Jim,4) using the rule above. For a full example of
representing a trust model in inference rules, we refer to [12].

4.2 Arguing about trust

Arguments are sentences in the £4,4 language. This lan-
guage is defined over another language Lxr, that repre-
sents object-level knowledge . In Pinyol’s framework Lxr =
LRep, but in Section 5 we will supplement this language in
order to extend the argumentation. A sentence in Larg is
a formula (® : «) with @ € Lxr and ® C Lxgr. This
definition is based on the framework for defeasible reason-
ing through argumentation, given by Chesnevar and Simari
[4]. This framework of argumentation provides a clear man-
ner for constructing arguments from an underlying language,
rather than just providing a way for resolving what set of
arguments fulfill certain criteria, which is the usual role of
an argumentation framework [5, 2]. An alternative could
be to model the trust model using a bipolar argumenta-
tion framework [1], however we choose to follow Pinyol’s
approach, which we explain here. Intuitively ® is the defea-
sible knowledge required to deduce «. Defeasible knowledge
is the knowledge that is rationally compelling, but not de-
ductively valid. The meaning here, is that using the defea-
sible knowledge ® and a number of deduction rules, we can
deduce a. The defeasible knowledge is introduced in a set of
elementary argumentative formulas. These are called basic
declarative units.

DEFINITION 2 (BAsiC DECLARATIVE UNITS). A basic
declarative unit (bdu) is a formula ({a} : @) € Larg. A
finite set of bdus is an argumentative theory.

Arguments are constructed using an argumentative theory
I" and the inference relation 4,4, characterized by the de-
duction rules Intro-BDU, Intro-AND and Elim-IMP.

DEFINITION 3 (DEDUCTION RULES OF LArg).

Intro-BD U“m

ITLtT‘O—AND’ (‘1)1 :Oé1),...,(q>n:an)
(U ®iiar A Aag)
(Pr:aa A ANan = 0),(Pa:ar A+ Aaw)
(@1U@225)

Elim-IMP:




An argument (® : «) is valid on the basis of argumentative
theory I'iff I' Farg (P : ). Because the deduction rules, and
thus Farg, are the same for all agents, they can all agree on
the validity of such a deduction, however each agent builds
its own argumentative theory, using its own trust model. Let
7 be the set of inference rules that specify an agent’s trust
model. Its bdus are generated from a set of Lrep sentences
A as follows:

e For any ground element « in A, there is a correspond-
ing bdu ({a} : @) in Larg.

e For all a1,...,a, such that A F a4 for all k € [1,n],
if there exists an applicaton of an inference rule ¢ € Z,
such that %, then there is a bdu ({a1A- - -Aan, —
B} a1 A--- ANan — ), ie., there is a bdu for every
instantiated inference rule for the model specified by Z.

L arg is a non-monotonic logic and implication is defined in
a similar manner to implication in logic programming. For
details on the semantics, we refer to Chesnevar and Simari’s
work [4]. Continuing the example from above, our agent
might have bdus:
({img(Jim,3)} : img(Jim,3)),
({rep(Jim,5)} : rep(Jim,5)) and
({img(Jim,3) A rep(Jim,5) — trust(Jim,4)} :

img(Jim,3) A rep(Jim,5) — trust(Jim,4)).
These bdus constitute an argumentative theory, from which
(@ : trust(Jim,4)) can be inferred, with ® the union of
the defeasible knowledge of the argumentative theory. Sim-
ilarly, working backwards, an agent can build a valid argu-
ment supporting a trust evaluation it believes. Moreover,
it can communicate this argument. This forms the first
part of the information-seeking dialogue we need, in order
to enable personalized trust communications. The problem,
however, is that the trust model’s functioning is introduced
into the argumentation language in the form of bdus (see
above). This means agents cannot explain why their trust
model performs a specific calculation, because it is treated
as defeasible knowledge. In the next section we present our
extension to this framework, that allows agents to explain
the reasons for their trust model’s functioning.

S. PERSONALIZED TRUST

In this section we first present the extension of the argu-
mentation framework, allowing agents to fully express the
importance of criteria in their trust model. Subsequently
we provide a dialogue protocol, allowing two agents to com-
pare their trust evaluations, in order to discover where their
trust models diverge. We provide a range of options to allow
for the adaptation of their trust models, so that one agent
can compute a trust evaluation tailored to the personal re-
quirements of the other agent.

5.1 Extending the Argumentation Language
Pinyol’s argumentation framework does not allow us to
completely address the question of what criteria play a role
in computing a trust evaluation, let alone connect these to
underlying beliefs and goals. AdapTrust can answer this,
but does not provide a language in which to do so. We pro-
pose to extend the argumentation framework presented in
Section 4 with concepts from AdapTrust. In AdapTrust the
reason an agent performs this computation and not some
other one, is twofold: firstly the trust model follows an al-
gorithmic method for aggregating the input. Secondly, the
agent’s beliefs and goals fix the parameters of this algorithm.

We do not propose to explain the algorithmic processes in
the trust model, but the criteria, given by beliefs and goals,
that define the trust model’s parameters can be incorpo-
rated into the argumentative theory. For this, we need to
represent the dependency of the trust model on the beliefs
and goal of an agent in Larg. In Lrep, the inference rules
7 specify a trust model algorithm. However, in AdapTrust
this algorithm has parameters that depend on the agent’s
beliefs and goal. The inference rules should reflect this. Let
A C Lgep and 0 € LRgep, such that A F §. From Definition
1 we know there is a proof applying a finite number of in-
ference rules ¢ € Z for deducing § from A. However, this
deduction in AdapTrust depends on a set of the parameters,
which we denote Params. Therefore, the inference rules
must also depend on these parameters. For each ¢ € 7, we
have Params, C Params, the (possibly empty) subset of
parameters corresponding to the inference rule and the set
of parameters corresponding to a proof A I § is simply the
union of all parameters of the inference rules used in the de-
duction. Let the beliefs ¥ and goal « determine the values
for all these parameters. We denote this as A F¥*7 §, which
states that the trust model infers § from A, given beliefs ¥
and goal . Similarly we have t¥"Y € Z%” to denote a spe-
cific instantiation of the parameters Params, using beliefs
U and goal 7.

This allows us to redefine the set of bdus and thus the
argumentative theory in such a way that the argumentation
supporting a trust evaluation can be followed all the way
down to the agent’s beliefs and goal. Lxr must thus also
be extended to encompass the various languages in Adap-
Trust, namely Lxkr = Lrep U Lpr, U LRuyies U LBer U LGoal,
where Lpr, is the language of priorities, Lruyies the language
describing Priority Rules, Lge; the language of the agent’s
beliefs and Lgoaq: that of the agent’s goals. Using this Lkr,
the bdus for £4,4 are defined as follows:

DEFINITION 4  (BASIC DECLARATIVE UNITS FOR Larg).
Let 6 € Lrep be an agent’s trust evaluation based on in-
ference rules TV, such that A F¥7 § with A C LRep,
VU C LBer andy € LGoal- For each 1 € I‘I”'*, let Params, be
the corresponding sets of parameters. Let labels be a function
that, given a set of parameters, returns a set of constants in
Lpr, the language of the priority system. Additionally let
= C LRules be the agent’s set of trust priority rules and
II C Lpy, be its priority system based on ¥ and ~y, then:

1. For any sentence ¢ € U, there is a corresponding bdu
({} :¢) in Larg.
2. The goal v has a corresponding bdu ({7} : v) in Larg
8. For all priorities m € Il and all the rules £ € = the
following bdus are generated:
o if & has the form ® ~>pejicy ™ and ® C U then
({(/\wefb p)—=mh: (/\wefb p)—=m) is a bdu in Larg
e if & has the form v ~Goar T then ({y—7} : y—m)
is a bdu in Larg
4. Forall o, ..., an such that A7y for all k € [1,n],

if there exists an application of an inference rule 1V°7 €
TV, such that Sbez2n and labels(Params v,y ) = L

then ({(Arer, M= (ar AN am = B)} = (Npem, ™) —
(a1 AN an — B)) is a bdu of Larg. With I C1I
the set of priorities corresponding to labels L.

In items 1 and 2 the relevant elements of the agent’s rea-
soning are added to the argumentation language. In items 3
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Figure 1: An example of an argument. The rectan-
gular nodes are bdus.

and 4 the implements for reasoning about trust are added:
in 3 the trust priority rules of AdapTrust, which link be-
liefs and goals to priorities, and in 4 the rules of the trust
model. The bdus added in 4 contain a double implication:
they state that if an agent has the priorities in Il then a
trust rule (which was a bdu in Pinyol’s argumentative the-
ory) holds. In practice what this accomplishes, is to allow
the argumentation to go a level deeper: agents can now ar-
gue about why a trust rule, representing an application of a
deduction rule in the trust model, holds. An argument for a
trust evaluation can be represented in a tree. We call this an
argumentation tree and give an example of one in Figure 1.
The argumentation tree can be followed by applying the de-
duction rules of £ 4,4 at each level. In order to be succinct we
have omitted the defeasible knowledge part of the sentences
in each node. Furthermore, we use shorthand in the tree by
referring to nodes, rather than repeating the content of a
node. For instance in node R; we can expand F2 A E3 — Ej
to its meaning: img(Jim,5) Arep(Jim, 1) — trust(Jim,5).
An argumentation tree, such as this one, is used in a dialogue
to communicate personalized trust evaluations.

5.2 Dialogue Protocol for Personalizing Trust

The argumentation in the previous section can be used by
an individual agent to construe the reasons for having a trust
evaluation in a language that the other agents understand.
We now specify a protocol that allows agents to argue back
and forth in such a way that an agent is assured that, if the
dialogue completes successfully, it receives a personalized
recommendation at the end. The protocol is summarized in
the diagram of Figure 2.

The protocol defines a dialogue for two agents; a recom-
mendation-seeker and a recommendation-supplier. If, at any
point either of the agents does not want to continue convers-
ing, it may end the dialogue immediately. If this happens,
the seeker can use any information it has obtained during
the dialogue, but there is no guarantee the trust evaluations
communicated use the seeker’s criteria for calculating trust.
In the rest of this section, we describe the other options both
participants have at each point in the dialogue.

The dialogue starts with the seeker contacting the sup-
plier to request its recommendation of a partner to achieve
the seeker’s goal. The supplier provides a recommendation,
at which point the dialogue begins in earnest. The guid-
ing principle in the dialogue is that the seeker agent is try-
ing to decide whether the recommendation is acceptable or
what further information and adaptation is required for this.
Thus, in the diagram of Figure 2 the first decision is whether
or not to accept the argument. If the argument is not imme-
diately accepted, or rejected, the next step is to decide which
of the nodes of the argumentation tree is most likely to expe-
dite this decision. This choice is made in the “Select node in
argument” action of the diagram. In the description of the

Receive
argument

Success

yes Failure
_ Trust_
evaluation
Select node in
argument

Trust rule ‘

Request
argumentation

Send alternative
priority with
argument

—>

Start persuasion
dialogue

Failure

Figure 2: Diagram of the dialogue protocol

protocol below, we also describe this selection process. After
selecting a node, the protocol determines what courses of ac-
tion are available to an agent, based on the type of the node.

The example we use to describe the dialogue is the same
as in the previous section, with the argumentation tree in
Figure 1. The supplier does not reveal the entire argumen-
tation tree at once. It only discloses information when the
seeker asks for it. At the start of the dialogue, the supplier
provides its trust evaluation E; and the direct reasons for
having this evaluation (E2, E3 and Ry).

The seeker receives the initial argument. In order to de-
cide whether it can accept the trust evaluation, it must de-
cide whether it can accept the premises of the argument.
This decision depends on the type of premises.

In Larg, a trust evaluation is based on a trust rule and a
number of inputs for the trust model. In the example these
are trust rule R; and the trust evaluations Fs and E3. To
decide whether or not to accept a trust rule, the seeker can
compare it to the output of its own trust model, by using
this with the inputs in the argument. In the example, the
seeker can use trust evaluations F2 and E3 as inputs in its
own trust model: if the output is equal to evaluation E; it
accepts that the underlying criteria for the supplier’s trust
model are similar to the criteria in its own trust model. If
not, it knows that the supplier’s trust model is different from
its own. The protocol gives a single course of action for trust
rules: ask the supplier’s reasons for it.

Another possibility is to ask about the trust evaluations
used as input for the supplier’s trust model. In the example
these are trust evaluations F2 and E3. For trust evaluations,
the protocol gives a single option: to ask the supplier for its
reasons, which, if supplied, would expand those nodes in the
argumentation tree. We omit these expansions, because the
resulting subtrees are similar to the argumentation for the
root, F1. Instead we focus on the expansion of rule R;. The
seeker asks for the argument explaining why the supplier
has trust rule R;. Upon receiving this argument the seeker
starts the decision process in Figure 2 again.

The reasons for a trust rule are clearly defined in Larg.
They are priorities over the criteria and a bdu that repre-



sents the dependency of the trust rule on these priorities.
In the example there is only one priority, P;, that influ-
ences the calculation of a trust evaluation from reputation
and image. The first step in the protocol is once again to
decide whether to accept or reject the argumentation, this
time supporting node Ri. The seeker’s trust model provides
a way of deciding to reject the argument: if instantiating its
trust model with priority P; does not allow it to compute
FEh from Es and Es, then the agents’ underlying algorithmic
methods are too dissimilar for the supplier to be able to pro-
vide a personalized recommendation. Despite both agents
using the same priorities to instantiate the parameters of
their trust models, they compute different evaluations from
the same input. In this case the dialogue ends in failure: the
seeker should reject recommendations from the supplier and
try another agent. Just as in Pinyol’s framework, this is still
useful information: the agents know that they disagree and
that, in this situation, agreement is impossible.

If, in contrast, the seeker is able to emulate the supplier’s
trust calculation by using its priorities, then the only pos-
sible reason to not accept the trust rule outright is because
the seeker disagrees with at least one of the priorities in the
argumentation. The seeker can select such a priority and
choose what to do. The protocol offers two options. The
first is to ask why the supplier believes a priority holds. The
second is to propose using its own priority instead. Note
that the protocol allows an agent to explore both possibil-
ities: if at a later stage it reaches “Iry other node” it can
try the alternative approach. The example continues using
the former option for the only priority available, P;, but the
latter approach is equally valid and is described in Section
5.2.2.

5.2.1 Reasoning about the supplier’s priorities

If the seeker asks why the supplier believes a priority
holds, the dialogue continues. In the example, the reasons
for the supplier having priority P; are in the 4th level of the
argumentation tree of Figure 1.

The reasons for prioritizing one criterion over another, are
given by the priority rules of AdapTrust, which are adopted
as bdus in L£4,4. These priority rules are supported by ei-
ther beliefs or a goal. If the priority is supported by beliefs,
as in the example, the protocol defines four possibilities:

1. The seeker chooses not to add the priority rule to its
system. In this case its trust model will continue to be
based on different criteria from the supplier’s. It can try
to convince the supplier to use its own priorities instead.

2. The seeker agent tries to add the priority rule to its
system. This rule does not conflict with the rules it already
knows. In this case it can be seen as a gap in the agent’s
knowledge and it can choose to adopt this rule.

3. The seeker agent tries to add the priority rule to its sys-
tem and this rule does conflict with the rules it holds. In this
case the agents have found a context in which agreement is
impossible: the cognitive underpinnings of their trust mod-
els are different in this situation. The seeker agent should
reject recommendations from the supplier in this context.

4. The agents enter a separate persuasion dialogue in or-
der to convince each other about the validity of their beliefs.
This can be done using a state-of-the-art argumentation
framework for persuasion, such as the one proposed in [15].

Priority rules can also have goals in the antecedents, which
are treated similarly, although the option for a persuasion

dialogue is then not present. Conflicts between priority rules
are defined as follows:

DEFINITION 5  (CONFLICT OF PRIORITY RULES). Let
U C LRuies be a set of priority rules such that:

1. I = {7"|[(® ~peticss ') € U} is satisfiable in Lpr

2. the set ®, defined as the union of all ®', such that

(D' ~+Belies T') € U, is satisfiable in Lpe

Then a priority rule ¥ ~>periey T conflicts directly with U
ff ILU {7} is unsatisfiable and ® = .

A set of priority rules E C Lruies conflicts with a rule &
if there is a set U C = that conflicts directly with &.

Note that two rules do not conflict if their antecedents are
merely consistent, but only if one follows directly from the
other. This is because two consistent antecedents with dif-
ferent conclusions might be designed to trigger in different
situations, which is after all dependent on the beliefs and
goals an agent has. In the case of two rules with conflicting
conclusions triggering, AdapTrust contains a mechanism for
choosing a consistent set of priorities. Definition 5 only de-
fines conflicts for priority rules over beliefs. For goals it is
the same, but then it is simply that a single goal leads to a
conflicting set of priorities.

5.2.2  Reasoning about the seeker’s priorities

If, instead of continuing the argument about the supplier’s
priority, the seeker proposes an alternative priority, the roles
in the dialogue are switched. Now the supplier needs to dis-
cover why it should accept the seeker’s priority. The same
decision tree, in Figure 2, is used, but now the supplier per-
forms the choices. Note that there are always less options,
because using our Larg, the reason for having a priority
cannot be a trust evaluation, or a trust rule. Note that the
supplier has the possibility to accept a priority rule into its
knowledge base, but, unlike the seeker, can do this only tem-
porarily: it may do this with the sole purpose of calculating
a personalized trust evaluation for the seeker and its goal.

If at any point in the dialogue, either agent has adapted
its trust model, they should restart the dialogue in order to
verify that they have reached agreement and the supplier is
able to provide personalized recommendations.

6. EXPERIMENTS

In the previous section we described a new argumentation
framework to be able to communicate personalized trust
evaluations. We now compare this model of communica-
tion to Pinyol’s argumentation framework [14]. We have
implemented AdapTrust using Jason [3]. In order to make
a fair comparison, we keep everything as similar as possi-
ble to the experimental evaluation in [14], so we use the
trust model Repage [18] and run the experiment in a sim-
ulated eCommerce environment, in which we evaluate the
accuracy of buyers’ trust evaluations of the sellers by us-
ing three methods of communication: (1) accepting other
agents’ trust evaluations directly (no argumentation), (2) fil-
tering out mismatched communication with argumentation
(Pinyol’s argumentation) and (3) our model for communi-
cating personalized trust evaluations.

6.1 The Simulation Environment

The simulation environment initially runs 20 agents who
need to buy an item from any one of the 40 sellers in the
environment, as in Pinyol’s simulation. The sellers in this
environment offer products with a constant price, quality



and delivery time. These aspects of the product are used
to evaluate the trustworthiness of the seller. A buyer can
be “frugal”, in which case it gives more importance to the
quality of the product than to the price or delivery time. A
buyer can also be “stingy”, in which case it evaluates price as
being more important than delivery time or quality. Finally,
a buyer can be “impatient”, in which case the delivery time
is the most important. The buyer profiles are implemented
using AdapTrust’s priority rules, based on the beliefs of the
agent.

In addition to these basic profiles, the buyers can have
different goals. We have implemented the goal to buy a
bicycle, which is not associated with any priority rules, and
the goal to buy milk, which must be delivered quickly and
thus has an associated priority rule to prioritize delivery time
over both quality and price.

These two types of priority rules and the different profiles
and goals of the agents allow them to benefit from the full
dialogue of Section 5.2. Agents can attempt to persuade
each other to switch their basic profile. Because we rely
on pre-existing persuasion dialogues for this, we have sim-
ply hard-coded the outcome. A frugal agent can persuade a
stingy agent to change its profile (and thus become frugal as
well): a good quality item allows one to save money in the
longer term by not needing to replace it as soon. This serves
both agents’ underlying motivation of saving money. Fur-
thermore, the different goals, and associated priority rules
allow recommendation-suppliers to personalize their recom-
mendation to the seeker’s goal, as well as have the agents
exchange priority rules for their goal.

The simulation environment runs for 40 rounds to initial-
ize the environment. In each round the buyers buy an item
from a random seller. To ensure that no single buyer can ob-
tain full knowledge, by interacting with all the sellers, each
buyer can only interact with a configurable percentage of
the sellers. This percentage is thus a control on the amount
of knowledge each individual buyer can obtain about the set
of sellers. After buying, the buyers can communicate their
trust evaluations to exactly one other buyer. Depending on
the type of communication we wish to evaluate, they use
no argumentation, Pinyol’s argumentation, or personalized
trust evaluations to perform this communication.

After this initialization, we create a new agent, which is
the one to be evaluated. This agent knows nothing about the
environment. It is a frugal agent with a 50/50 chance to have
either goal, to buy a bicycle or milk, the same as the other
buyer agents in the system. However, this agent does not ex-
plore by interacting with random sellers, but rather needs to
discover the sellers’ trustworthiness through communication
with the established buyers. For this, it uses the configured
communication model, no argumentation, Pinyol’s model,
or ours.

6.2 Simulation Results

The results are plotted in Figure 3. The experiments were
run with an equal distribution of sellers offering one of either
good quality, price or delivery time. Similarly the buyers
were equally distributed over frugal, stingy and impatient
agents. The experiment agent was always frugal and had a
50/50 chance of having the goal to buy a bicycle or milk. On
the x-axis is plotted the percentage of sellers each buyer can
interact with directly during the initialization and is thus a
measure of the knowledge each agent can obtain about the
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Figure 3: Experimental results. The x-axis repre-
sents the knowledge in the system and the y-axis
the quality of the evaluation.

environment. With 20 buyers, 5% is the minimum to have
all the sellers covered by at least one buyer. In this case,
to obtain information about all sellers, information from all
the buyers is needed. As the percentage of sellers each buyer
can interact with increases, it becomes easier to obtain an
accurate evaluation through communication, because the ex-
periment agent needs to communicate with less of the estab-
lished buyers to cover all the sellers. The y-axis plots the
average accuracy of the evaluation of all the sellers in the
system. After the experiment agent has finished its commu-
nication, it gives its evaluation of each of the seller agents.
This “estimate” is compared to what its evaluation would be
if it interacted with that seller. The difference of these two
evaluations is the error of the experiment agent and we take
the average of these errors as its score. To convert this to
a percentage we compare this error to the expected error, if
both the estimate and actual evaluations were chosen at ran-
dom. This is equal to the expected difference between two
standard uniform distributions, which is % The y-axis thus
plots the percentage increase in accuracy over this expected
error of a random evaluation. Each point is the average of
100 experiments with the error bar being 1.96 standard de-
viations (representing an expected 95% of the population).

7. DISCUSSION

The experiment in the previous section is a proof-of-con-
cept demonstration of the presented method of personalized
trust communications. Despite being a prototypical imple-
mentation, the experiment already displays some interesting
features of this method. Our method displays the greatest
gains over Pinyol’s argumentation in scenarios where each
individual agent has little information about the entire sce-
nario. When the amount of information available to each
buyer is high, both Pinyol’s and our own method can obtain
near perfect information, because an agent can afford to dis-
card information from a greater number of agents. However,
when buyers do not have a lot of information, it is neces-
sary to obtain information from a larger number of agents
to accurately assess the trustworthiness of the sellers in the
system. When buyers can interact with 20% of the sellers,
our method is still slightly over 20% more accurate than
Pinyol’s method in the experiment scenario. We feel this
increase justifies the greater complexity and communication



of our method. Note that agents having had direct inter-
actions with 20% of the providers of a service is already on
the high side for many eCommerce, P2P or grid computing
scenarios. Despite this, we do not claim that the results
from this experiment carry over to other scenarios. We run
the experiment with a uniform distribution of both sellers’
qualities and buyers’ criteria in a simplified representation
of an eCommerce environment. Even in this simple environ-
ment, if we change the parameters, we see different results.
Specifically, the less likely it is that the experiment agent
finds agents who are like-minded, the more important it be-
comes for it to obtain personalized trust recommendations
from agents whose evaluation would otherwise need to be
discarded. More experimentation is needed in more diverse
scenarios to decide when personalized communication about
trust offers useful benefits to the agents. This experiment’s
purpose is to demonstrate the method’s functional viability
and sketch the general domain in which we expect agents
could use it.

7.1 Applications

Despite the experiment being based on a small and sim-
ulated scenario, it is able to show that even with just three
parameters for the agents and two different goals, a filtering
method will be left with too little information to work with,
necessitating the use of a method such as the one proposed
in this paper. This simple scenario serves as a proof of con-
cept for its application in more realistic scenarios, such as
the following:

P2P routing problems — one of the problems encoun-
tered in P2P networks is that of routing information. De-
ciding which peer can be trusted to transfer the required
information does not have a trivial answer, especially if
the network is used for diverse purposes, such as stream-
ing different types of media, for which different agents have
different requirements. Current trust and reputation mod-
els offer a possible solution [11], but only if they can get
enough information. Because the environment is generally
considered open and highly dynamic, exchanging informa-
tion is a necessity for trust models to work, and our method
provides this.

Automated eCommerce agents — the scenario we pre-
sented in the experimentation was a simplified eCommerce
environment, but as the scenario is extended with more
items and more properties of these items, the probability
of coinciding with another agent decreases correspondingly.
Therefore, despite there also being a far larger number of
agents in the system, those with similar backgrounds to
the own will still be sparse, necessitating a communication
model such as the one we describe. If the community of sell-
ers and buyers is relatively stable, then it might be possible
to use a translation approach, as described in [8], but if this
is not the case then our method provides a solution.

7.2 Future work

We recognize that the method we presented requires more
extensive experimental evaluation. We regard such an eval-
uation as future work and intend to use personalized trust
communication in different, realistic, scenarios and compare
it to contemporary recommender systems or the use of repu-
tation to give a more precise indication of what applications
will truly benefit from this model. The permitted options
in the dialogue can also be extended, for instance with per-

suasion about the correctness of priority rules. We intend
to provide a formal dialogue protocol and include such ex-
tensions in the near future.
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