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ABSTRACT
In this paper, we introduce axiomatic and strategic models for bar-
gaining and investigate the link between the two. Bargaining situ-
ations are described in propositional logic while the agents’ pref-
erences over the outcomes are expressed as ordinal preferences.
Our main contribution is an axiomatic theory of bargaining. We
propose a bargaining solution based on the well-known egalitarian
social welfare for bargaining problems in which the agents’ logical
beliefs specify their bottom lines. We prove that the proposed so-
lution is uniquely identified by a set of axioms. We further present
a model of bargaining based on argumentation frameworks with
the view to develop a strategic model of bargaining using the con-
cept of minimal concession strategy in argument-based negotiation
frameworks.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence ]: Multiagent Systems,
Intelligent Agents; J.4 [Computer Applications]: Social and Be-
havioral Sciences

General Terms
Design, Economics

Keywords
Bargaining and negotiation, Collective decision making, Judgment
aggregation and belief merging

1. INTRODUCTION
The formal theory of bargaining originated with John Nash’s

seminal papers [10, 11]. Nash’s 1950 paper establishes a frame-
work for bargaining analysis. In this paper, Nash initiated anax-
iomatic approachto bargaining, in which we abstract from the bar-
gaining process itself and specify a list of properties (axioms) that a
bargaining solution should satisfy. Nash then proposed four axioms
and proved that they uniquely characterise what is now known as
the Nash bargaining solution. In Nash’s 1953 paper, he then turned
to the question of how this solution might be obtained in bargain-
ing situations between self-interested agents; i.e., investigate the
bargaining problem using a strategic approach. In this paper, Nash
implicitly established a new research agenda, attempting to utilise
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the strategic (non-cooperative) approach to provide the foundations
for cooperative bargaining solution concepts.1 His approach was to
design a non-cooperative game, now known as the Nash demand
game, in which the only equilibrium outcome is exactly the one
suggested by Nash solution.

We’ll now turn our attention to multiagent systems in which
agents hold beliefs about the environment they are operating in and
have goals they want to achieve or maintain. In many multiagent
frameworks, the agents beliefs and goals are represented as logical
sentences. Moreover, the agents are required to interact, coordi-
nate and in most cases, negotiate to reach agreements about who
do what and who get what. Given that Nash’s theories and most lit-
erature on bargaining have been based exclusively on utility theory
(and possibly probability theory when uncertainty is present), it has
been a challenge to apply these game-theoretic models to develop
solutions for or analyse the agent negotiation problems when agents
hold logical beliefs and goals. Attempts have been made to convert
agents’ goals to a form of utility through a cost function (see e.g.,
[13]). However, questions remain on how agents’ logical beliefs
can be integrated into such a framework. Other researchers have
attempted to revive Nash’s approaches, particularly the axiomatic
approach, by studying the properties that a bargaining solution (of
a bargaining problem with logical goals) should satisfy (see e.g.,
[9, 8, 16, 15] and the reference therein). While [9] and [8] study
a number of logical properties for negotiation, it’s not clear what
bargaining solution they would suggest for self-interested bargain-
ers. In [16], an interesting bargaining solution is proposed together
with a study on a number of game-theoretic properties the proposed
solution satisfies. Zhang [15] introduces a framework that is per-
haps closest to what Nash intended with his axiomatic approach. In
this paper, Zhang proposes a solution, which he callssimultaneous
concession solution, and shows that it is exactly characterised by a
set of axioms. Zhang’s bargaining solution is, however, quite prob-
lematic because: (i) it’s syntax sensitive and, as a consequence,
prone to manipulation; and (ii) it actually removes the goals that
both agents agree on, the so-called “drowning effect”.

The present paper is an effort to reopen the Nash program, partic-
ularly for agent-based bargaining problems in which agents’ beliefs
and goals are expressed as logical sentences. Towards that end, we
introduce axiomatic and strategic models of bargaining. We pro-
pose a set of axioms that a bargaining solution should satisfy and
introduce a bargaining solution that is exactly characterised by the
proposed axioms. Our proposed bargaining solution is quite intu-
itive and based on the well-known egalitarian social welfare. Sub-
sequently, we also present a strategic model of bargaining based
on the minimal concession strategy and shown that its equilibrium

1This research agenda has been commonly referred to as the Nash
program (see [2]).



outcomes turns out to be the solution outcomes described by our
axiomatic theory.

The paper is organised as follows: we present some technical
definitions in Section 2. The axiomatic model of bargaining is in-
troduced in Section 3. In particular, we consider two cases: when
the agents’ bottom lines are fixed and based entirely on the agents’
initial beliefs; and when the agents’ bottom lines can be revised as
the negotiation progresses and the opponent can introduce convinc-
ing arguments to challenge the agent’s initial bottom line. A main
result is also introduced in Section 3. Section 4 presents a strategic
bargaining model which is based on the minimal concession strat-
egy with some substantial modification to allow the agents to hold
their position without having to make a concession through the use
of sufficiently convincing arguments. We follow the anonymous
reviewers’ recommendations by: (i) omitting a number of prelim-
inary results in Section 4, replacing them instead by a discussion
about our model and solution; and (ii) providing the proofs for all
of the theoretical results present in this paper. We agree with the
reviewers that the revised paper is more self-contained and thus,
significantly improved.

2. BACKGROUND

2.1 Logical Preliminaries
We consider a propositional languageL defined from a finite

(and non-empty) alphabetP together with the standard logical con-
nectives, including the Boolean constants⊤ and⊥. Furthermore,
we also assume thatPO ⊆ P is the non-empty alphabet for the
negotiation outcomes. That is, the propositional variables fromPO

constitute the issues to be settled by the negotiating agents. An
interpretationω is a total function fromP to {⊤,⊥}. An interpre-
tationω is a model of a set of sentencesΦ ⊆ L if and only if every
sentence inΦ is satisfied byω. JΦK denotes the set of models of the
set ofL-sentencesΦ. Given a sentenceφ ∈ L, we’ll also writeJφK
instead ofJ{φ}K. An outcome (or alternative)o is a total function
from PO to {⊤,⊥}. We denote byPO the set of all possible out-
comes. We will identify each outcomeo with the canonical term on
PO which haso as its unique model. For instance, ifPO = {p, q}
ando(p) = ⊤, o(q) = ⊥, theno is identified with the termp ∧ ¬q
(or pq̄, or {p,¬q}).

2.2 Nash bargaining theory
Nash [10] established a framework to study bargaining. In his

framework, a set of bargainersN = {1, 2} tries to come to an
agreement over a set of possible alternativesA. If they fail to reach
an agreement, a disagreement eventD occurs. Each agenti ∈
N has a von Neumann - Morgenstern utility functionui : A ∪
{D} → R from which the set of all utility pairs that result from
some agreement,

S = {(u1(a), u2(a)) ∈ R
2 : a ∈ A},

as well as the paird = (d1, d2), wheredi = ui(D) can be con-
structed.

Nash then defined the pair(S, d) to be a bargaining problem.
Nash subsequently defined the bargaining solution to be a function
f : B → R

2 that specifies, for each bargaining problem(S, d), a
unique outcomef(S, d) ∈ S.

In the same paper, Nash also introduced an axiomatic theory of
bargaining. Rather than specifying an explicit model of the bar-
gaining procedure, the axiomatic approach aims to impose proper-
ties that one wants a bargaining solution to satisfy, and then look
for solutions with these properties. Nash proposed the following
four axioms:

A1. Invariance to equivalent utility representations.Let the bar-
gaining problem(S ′, d′) be obtained from(S, d) by the trans-
formationss′i = αisi + βi and d′i = αidi + βi, where
αi > 0, thenfi(S ′, d′) = αifi(S, d) + βi, for i = 1, 2.

A2. Symmetry. If the bargaining problem(S, d) is symmetric
(i.e., d1 = d2 and (s1, s2) ∈ S ⇔ (s2, s1) ∈ S), then
f1(S, d) = f2(S, d).

A3. Independence of irrelevant alternatives.If (S, d) and(S ′, d)
are bargaining problems such thatS ⊆ S ′ andf(S ′, d) ∈ S
thenf(S ′, d) = f(S, d).

A4. Pareto efficiency.If (S, d) is a bargaining problem withs, s′ ∈
S ands′i > si for i = 1, 2, thenf(S, d) 6= s.

Another important contribution in Nash’s seminal paper is that,
he also tied the axiomatic theory of bargaining and his proposed
bargaining solution up nicely by proving that the proposed axioms
uniquely characterise the Nash bargaining solution.

3. A LOGICAL MODEL OF BARGAINING
Consider a finite setN = {1, 2} of two agents who try to come

to an agreement over the alternatives inO ⊆ PO. Each agenti has
a preference relation�i, which is assumed to be a total pre-order
(i.e., total, reflexive and transitive), defined over the set of alter-
nativesO. Each agenti also maintains a set of beliefsBi ⊆ L.
Essentially,Bi represents agenti’s beliefs about her available op-
tions outside of the negotiation or simply her reservation value.

REMARK : It’s important to note that the agents’ beliefs don’t en-
code their hard constraints. If an agent has a hard constraint that
can never be violated and that rules out an outcomeo ∈ PO then
o /∈ O. Rather, the agent’s beliefsBi encode her bottom line in the
bargaining, in the sense that, due to the requirement of individual
rationality, she will never agree on an outcome that is worse than
her bottom line.

We now define the bargaining problem to be a tupleBP = (O,
〈B1,�1〉, 〈B2,�2〉), whereO ⊆ PO is the set of outcomes and
Bi and�i are agenti’s beliefs and preference relation overO,
respectively. Following Nash [11] and other researchers in the lit-
erature of (cooperative) game-theoretic bargaining (see e.g., [12]),
we are also interested in abargaining solution, by which we mean
a functionf that specifies a unique outcome setf(BP ) ∈ 2O for
every bargaining problemBP . The reason why we target an out-
come set as the solution of the bargaining problem instead of an
outcome inO will become clear later.

EXAMPLE 1. A vendor agent of a house (agent 1) is negotiat-
ing with a prospective buyer (agent 2) over the sale of the house.
The two issues they need to come to an agreement are: the price
of the house (i.e. whether the buyer should pay the vendor’s ask-
ing price), a proposition denoted byP , and the settlement (i.e.,
whether it should be an early settlement), denoted byE. Then
O = {PE,PĒ, P̄E, P̄ Ē} is the set of possible outcomes. In
this example, an outcome, saȳPĒ, indicates that the buyer would
pay a price lower than the vendor’s asking price such as the me-
dian house price of the area and the settlement will be according
to the standard settlement of three months after the date of pur-
chase. Assume further thatF denotes the proposition that the
vendor agent has an existing offer agreeing to pay him the ask-
ing price, andA denotes the proposition that the buyer can get a
similar property at a price lower than the asking price. Given:
B1 = {F, F ⇒ P,A ⇒ ¬P} andB2 = {F ⇒ P,A ⇒ ¬P},



andPE ≻1 PĒ ≻1 P̄E ≻1 P̄ Ē and P̄ Ē ≻2 PĒ ≻2 P̄E ≻2

PE, a bargaining problemBP = (O, 〈B1,�1〉, 〈B2,�2〉) can
be defined.

REMARK : Our bargaining model defined above is quite similar
to the ordinal bargaining model defined by Shubik [14]. In this
model, a bargaining situation (between two players) can be rep-
resented as a tuple(A,D,≥1,≥2), whereA is the set of possi-
ble agreements,D is the disagreement (i.e., the outcome when the
agents fail to reach an agreement), and≥1 and≥2 are the prefer-
ence orderings over the setA ∪ {D} of the agents1 and2, respec-
tively.2 In the ordinal bargaining model, a bargaining solutionF
maps from every bargaining situation(A,D,≥1,≥2) to an agree-
mentf(A,D,≥1,≥2) ∈ A (see e.g., [12] for more details).

In the following, we’ll explore the cases when the agents’ beliefs
define their bottom-lines (and thus, the disagreement position of the
agents), and also when the agents’ beliefs are uncertain and can be
revised (in relation to the opponents’ beliefs and position).

3.1 Bargaining with fixed bottom lines
When the agents’ beliefs are not revisable, they define the agents’

disagreement points. We can now discuss a reformulation of Nash’s
axioms for the logical bargaining model by associating agenti’s
disagreement point with his beliefs. Firstly, we will define the dis-
agreement point for a logical bargaining problem. Intuitively, the
notion of disagreement point (or threat point) has been used to en-
code a bargainer’s bargaining power. That is, the higher the utility
of the disagreement point to a bargainer, the more power she has as
she can walk away from the negotiation and obtain that high utility
outside of the negotiation. This matches with our designation of
the agent’s beliefs. It’s her beliefs that define what she thinks she
and her opponent can get outside of the negotiation, which subse-
quently defines her relative bargaining power and the negotiation
disagreement point.

DEFINITION 1. LetBP = (O, 〈B1,�1〉, 〈B2,�2〉) be a bar-
gaining problem, agenti’s disagreement pointis the outcomeDi ∈
O such that (i)Di is least preferred toi, and (ii) Di is consistent
with Bi. Then, agenti’s bargaining power is defined to be the
number of outcomes ruled out byDi, according to agenti’s prefer-
ence ordering:

Ui(Di) = #{o ∈ O : Di ≻i o}.

An outcomeo ∈ O is agreement-feasibleif o �i Di for i = 1, 2.

For bargaining with ordinal preference, it has been shown by
Osborne and Rubinstein [12] that a reformulation ofA1 (i.e., an
axiom expressing Invariance of Equivalent Preference Representa-
tions) would result in unattractive bargaining solutions.

In the rest of this paper, we’ll denote the agent other than agent
i by −i. Furthermore, for convenience of presentation, given two
outcomeso, o′ ∈ O, we’ll say thato′ � o if and only if o′ �i o for
i = 1, 2; similarly, o′ ≈ o if and only if o′ � o ando � o′.

Pareto Efficiencyaxiom can be formulated in our model as fol-
lows.

PE. If BP = (O, 〈B1,�1〉, 〈B2,�2〉) is a bargaining problem
with o, o′ ∈ O ando′ � o ando′ ≻j o for somej ∈ {1, 2},
theno /∈ f(BP ).

Note that in this paper, by Pareto-efficiency we mean the Strong
Pareto Efficiency, rather than the Weak Pareto Efficiency which
2The preference orderings are required to be total pre-orders. That
is, a complete transitive reflexive binary relation.

states that an outcome is only inefficient when there is some other
outcome that can improves forall agents.

Next, the axiom of Independence of Irrelevant Alternatives will
be formulated in our model as follows.

IIA. If BP = (O, 〈B1,�1〉, 〈B2,�2〉) andBP ′ = (O′, 〈B1,�1

〉, 〈B2,�2〉) are bargaining problems withO ⊆ O′, and
f(BP ′) ⊆ O thenf(BP ) = f(BP ′).

Finally, axiom Symmetry can be interpreted as imposing the
requirement of fairness on a bargaining solution. That is, when
the bargaining situation is symmetric for the two bargainers in the
sense that they have similar bargaining power and that there is no
possible agreement that can provide a particular payoff structure
to the two bargainers without another possible agreement that can
provide the opposite payoff structure, then the solution should give
the bargainers the same payoffs. With a discrete set of alternatives,
it can not be guaranteed to have an alternative that satisfies this
property.

EXAMPLE 2. Continue with our running example, consider the
following bargaining situation:BP = (O, 〈B1,�1〉, 〈B2,�2〉)
whereB1 = {E} andB2 = {E} (i.e., both bargainers insist in an
early settlement), andPE ≻1 P̄E ≻1 PĒ ≻1 P̄ Ē and P̄E ≻2

PE ≻2 P̄ Ē ≻2 PĒ. It’s easy to see that the two agents have
similar bargaining power in which they would both rule out the two
least preferred outcomes and it happens that, in this bargaining
situation, they share the same set of outcomes they are willing to
agree on, namely the set{PE, P̄E}. However, they have opposite
preferences over the outcomes in this set. Thus, neither outcome
would be an attractive solution in this bargaining situation. By
allowing this set of outcomes to be the solution in this situation,
we are open to any resolution, including Nash’s suggestion of non-
physical agreements such as the lotteries over these outcomes.

To ensure fairness, we will target outcomes that aim at maximis-
ing the payoffs for agents with the smallest gains (in utility). We de-
fine a cardinal gain of an outcomeo for an agenti to be the number
of outcomes betweeno and the disagreement pointDi. Formally,

DEFINITION 2. LetBP = (O, 〈B1,�1〉, 〈B2,�2〉) be a bar-
gaining problem and an agreement-feasible outcomeσ ∈ O, the
(cardinal)gain of outcomeσ for agenti is defined as follows:

Gi(σ) = #{o ∈ O : σ ≻i o & o �i Di}.

Basically, the axiom for fairness, to be presented in the follow-
ing, ensures that the difference between the bargainers’ gains would
be minimal. However, to avoid the bargainers to settle for fair but
suboptimal outcomes, we require only that fairness be subject to
the optimality of the outcome. We will introduce a concept to al-
low efficiency to be formulated in unanimity, namelyUnanimous
Efficiency(UE). Intuitively, if o′ can improve for both the worst-off
agent and the better-off agent in comparison too then o is con-
sidered to be UE-dominated byo′ and should not be selected as a
bargaining agreement. Formally,

DEFINITION 3. LetBP = (O, 〈B1,�1〉, 〈B2,�2〉) be a bar-
gaining problem with the agreement-feasible outcomeso, o′ ∈ O, o
is UE-dominated by o′ if mini=1,2(Gi(o

′)) ≥ mini=1,2(Gi(o))
andmaxi=1,2(Gi(o

′)) ≥ maxi=1,2(Gi(o)), and at least one of
them has to be a strict inequality.

Moreover, we’ll also say that two outcomeso and o′ are UE-
equivalent if and only ifmini=1,2(Gi(o

′)) = mini=1,2(Gi(o))
andmaxi=1,2(Gi(o

′)) = maxi=1,2(Gi(o)).



An outcome isunanimously efficient if it is not UE-dominated
by any other outcome.3

LEMMA 1. LetBP = (O, 〈B1,�1〉, 〈B2,�2〉) be a bargain-
ing problem with an agreement-feasible outcomeo ∈ O, if o is
unanimously efficient then it is also Pareto efficient.

Before proving Lemma 1, we state a convention to be used through-
out the rest of the paper: Given an outcomeo, if G1(o) = G2(o),
we assume thatargmini=1,2(Gi(o)) will pick out a single value,
either1 or 2 (which one would be picked doesn’t matter). Further-
more, if j = argmini=1,2(Gi(o)) thenargmaxi=1,2(Gi(o)) =
−j. That is,argmini=1,2(Gi(o)) (resp.argmaxi=1,2(Gi(o))) is
guaranteed to deterministically return a single agentj (resp. −j)
whose cardinal gainGj(o) (resp.G−j(o)) is smallest (resp. largest).

Proof: Suppose, to the contrary, thato is not Pareto efficient. That
is, there areo′ ∈ O andj ∈ {1, 2} such thato′ ≻j o ando′ �−j o.
Obviously,o′ is agreement-feasible. We’ll consider two cases:

Case 1: argmini=1,2(Gi(o
′)) = argmini=1,2(Gi(o)) = k. If

k = j then min
i=1,2

(Gi(o
′)) > min

i=1,2
(Gi(o)) andmax

i=1,2
(Gi(o

′)) ≥

max
i=1,2

(Gi(o)). If k 6= j thenmax
i=1,2

(Gi(o
′)) > max

i=1,2
(Gi(o)) and

min
i=1,2

(Gi(o
′)) ≥ min

i=1,2
(Gi(o)). Either way, we haveo is UE-

dominated byo′, and thus can not be unanimously efficient.
Case 2: argmini=1,2(Gi(o

′)) 6= argmini=1,2(Gi(o)). With-
out loss of generality, we can assume thatargmini=1,2(Gi(o

′)) =
1 andargmini=1,2(Gi(o)) = 2. That is,G1(o

′) = mini=1,2(Gi(o
′))

andG2(o) = mini=1,2(Gi(o)) andG2(o
′) = maxi=1,2(Gi(o

′))
andG1(o) = maxi=1,2(Gi(o)). Therefore,G1(o) ≥ G2(o) and
G2(o

′) ≥ G2(o). Also, becauseo′ ≻j o for somej ∈ {1, 2}, at
least one of the above inequality has to be strict. Sinceo′ ≻j o for
somej ∈ {1, 2} ando′ �−j o,4 G1(o

′) ≥ G1(o).
Hence,G1(o

′) ≥ G1(o) ≥ G2(o) andG2(o
′) ≥ G1(o

′) ≥
G1(o), and at least one of the inequalitiesG1(o) ≥ G2(o) and
G2(o

′) ≥ G1(o
′) has to be strict. In other words,mini=1,2(Gi(o

′)) ≥
mini=1,2(Gi(o)) andmaxi=1,2(Gi(o

′)) ≥ maxi=1,2(Gi(o)), and
at least one of these inequalities has to be strict.

Therefore,o is UE-dominated byo′, and thus can not be unani-
mously efficient. �

The followingFairnessaxiom can now be formulated.

FR. If BP = (O, 〈B1,�1〉, 〈B2,�2〉) is a bargaining problem
with an agreement-feasible outcomeo ∈ O. If there is an
agreement-feasible and unanimously efficient outcomeo′ ∈
O such that|G1(o) − G2(o)| > |G1(o

′) − G2(o
′)| then

o /∈ f(BP ).

In other words, axiomFR allows us to select the fairer outcomes
among those that are unanimously efficient.

In addition to the above Fairness axiom, we will also require that
when outcomes are UE-equivalent, the bargaining solution will not
be biased towards a particular one. The following axiom formulates
this requirement for unbiasedness.

UB. If BP = (O, 〈B1,�1〉, 〈B2,�2〉) is a bargaining problem
with agreement-feasible and UE-equivalent outcomeso, o′ ∈
O. Then,o ∈ f(BP ) if and only if o′ ∈ f(BP ).

Finally, we will replace the Pareto Efficiency (PE) axiom by a
stronger one, requiring that the bargaining solution be unanimously
efficient, rather than only Pareto-efficient.
3Note that, similar to our remark about Pareto-efficiency, our defi-
nition of Unanimous Efficiency is also a strong one.
4We use−j to denote the agent other thanj.

UE. If BP = (O, 〈B1,�1〉, 〈B2,�2〉) is a bargaining problem
with the agreement-feasible outcomeso, o′ ∈ O and o is
UE-dominated byo′ theno /∈ f(BP ).

Obviously, by Lemma 1, if the bargaining solutionf satisfiesUE
then it also satisfiesPE. In the following, we’ll develop a bargain-
ing solution that is uniquely identified by the axiomsUE, FR and
UB. The developed solution is based on the well-knownegalitarian
solution:

THEOREM 1. There is a bargaining solutionfE : BP → 2O

given by:

fE(O, 〈B1,�1〉, 〈B2,�2〉) = arg max
o∈ES

(max
i=1,2

Gi(o)), where

ES = arg max
o∈AF

(min
i=1,2

Gi(o))

whereAF ⊆ O denotes the set of agreement-feasible outcomes of
BP .5 Then, a bargaining solutionf : BP → 2O satisfiesUE, FR,
andUB if and only iff = fE .

Before proving Theorem 1, we’ll discuss a relevant result. Note
that,≈ is an equivalence relation on the setO. Moreover, if we’ll
only focus on the setAF ⊆ O of agreement-feasible outcomes
of BP , thenAF can be reduced to a collection of equivalence
classes, such that each equivalence class can be represented by a
pair(G1(o), G2(o)), whereo is a member of the equivalence class.

LEMMA 2. If BP = (O, 〈B1,�1〉, 〈B2,�2〉) is a bargaining
problem thenfE(BP ) contains at most two equivalence classes
of the agreement-feasible outcomes ofBP . Moreover, iffE(BP )
contains exactly one equivalence class then it has to be of the form
(g, g) (i.e., it gives both agents the same gain); iffE(BP ) contains
exactly two equivalence classes then they have to be of the form
(g, h) and(h, g).

Proof (of the Lemma):Obviously, from the definition of the func-
tion fE , there existkmin, kmax ≥ 0 such that for every outcome
o ∈ ES, mini=1,2 Gi(o) = kmin and for every outcomeσ ∈
fE(BP ), maxi=1,2 Gi(σ) = kmax. Thus, whenkmin = kmax,
fE(BP ) contains exactly one equivalence class that is of the form
(g, g), whereg = kmin = kmax.

Otherwise,kmin 6= kmax andfE(BP ) contains exactly two
equivalence classes of the form(g, h) and(h, g) whereg = kmin

andh = kmax. �

Proof (of the Theorem):First we prove that,fE satisfiesUE, FR,
andUB.

That fE satisfiesUE: Let BP = (O, 〈B1,�1〉, 〈B2,�2〉) be
a bargaining problem. Letσ ∈ fE(BP ), we’ll prove thatσ is
unanimously efficient. Suppose, to the contrary, that there is an
agreement-feasible outcomeo ∈ AF such thatmini=1,2 Gi(o) ≥
mini=1,2 Gi(σ) andmaxi=1,2 Gi(o) ≥ maxi=1,2 Gi(σ) and at
least one of these inequalities is strict. Moreover, there existskmin ≥
0 such that∀a ∈ AF.mini=1,2 Gi(a) ≤ kmin and kmin =
mini=1,2 Gi(σ). Thus,kmin = mini=1,2 Gi(o) = mini=1,2 Gi(σ).
In other words,o ∈ ES. However, according to Lemma 2, there
existskmax ≥ 0 that, together withkmin, characterises the equiva-
lence classes definingfE(BP ) and∀a ∈ ES.maxi=1,2 Gi(a) ≤
kmax andkmax = maxi=1,2 Gi(σ). Thus,maxi=1,2 Gi(a) ≤
maxi=1,2 Gi(σ). Contradiction.
5Note that more precise notations would beAFBP andESBP . But
since the bargaining problemBP is always clear from the context,
we’ll drop these subscripts.



That fE satisfiesFR: Suppose, to the contrary, that there is
a bargaining problemBP = (O, 〈B1,�1〉, 〈B2,�2〉) andσ ∈
fE(BP ) such that there is a unanimously efficient outcomeo ∈
AF and|G1(σ)−G2(σ)| > |G1(o)−G2(o)|.

According to Lemma 2,σ belongs to the equivalence classes
characterised by the two non-negative numberskmin and kmax

(possibly equal to each other).
We havekmin = mini=1,2 Gi(σ) andkmax = maxi=1,2 Gi(σ).
Case 1: mini=1,2 Gi(o) = kmin. Since|G1(σ) − G2(σ)| >

|G1(o) − G2(o)|, clearlymaxi=1,2 Gi(o) < kmax, which is a
contradiction becauseo is UE-dominated byσ.

Case 2: mini=1,2 Gi(o) < kmin. Sinceo is unanimously ef-
ficient, it is the case thatmaxi=1,2 Gi(o) > kmax. But then
|G1(σ)−G2(σ)| = kmax−kmin < max

i=1,2
Gi(o)− min

i=1,2
Gi(o) =

|G1(o)−G2(o)|. Contradiction.
It’s obvious thatfE satisfiesUB.
We are now proving that a solutionf satisfyingUE, FR, andUB

necessarily obtainsfE .
Suppose, to the contrary that, there exists a solutionf satisfying

UE, FR, andUB and a bargaining problemBP = (O, 〈B1,�1

〉, 〈B2,�2〉) such thatf(BP ) 6= fE(BP ). First, we’ll show
that it’s not possible forf(BP ) \ fE(BP ) 6= ∅. Assume by
way of contradiction that there exists an outcomeo ∈ AF such
that o ∈ f(BP ) \ fE(BP ). Then o is unanimously efficient
and is not ruled out by axiomFR. According to Lemma 2, the set
of outcomesfE(BP ) can be partitioned into equivalence classes
characterised by the non-negative numberskmin andkmax (pos-
sibly equal to each other). Clearly,mini=1,2 Gi(o) ≤ kmin. If
mini=1,2 Gi(o) = kmin then, foro to be unanimously efficient,
maxi=1,2 Gi(o) ≥ kmax. Thus,maxi=1,2 Gi(o) = kmax In other
words,o ∈ fE(BP ). Contradiction. Ifmini=1,2 Gi(o) < kmin

then, foro to be unanimously efficient,maxi=1,2 Gi(o) > kmax.
But then, there is a unanimously efficient outcomeσ ∈ fE(BP )
such that|G1(σ)−G2(σ)| = kmax − kmin < maxi=1,2 Gi(o)−
mini=1,2 Gi(o) = |G1(o)−G2(o)|. Thus,o /∈ f(BP ) according
to axiomFR. Contradiction.

That fE(BP ) \ f(BP ) 6= ∅ follows trivially from axiom UB
and Lemma 2. �

It’s also straightforward to see thatfE satisfies axiomIIA .

COROLLARY 1. The bargaining solutionfE defined in Theo-
rem 1 satisfiesIIA .

So far in this section, the agent’s beliefsBi are only used to
define the agent’s disagreement point and don’t play much role
in characterising the negotiation outcome. The problem becomes
more challenging when we allow the agents’ beliefs to change ac-
cording to the bargaining situation.

3.2 Bargaining with revisable agents’ beliefs
According to the bargaining model introduced in the preceding

section, when the agents’ beliefsBi define the bottom-linesDi that
result in an empty set of agreement-feasible outcomesAF (i.e.,
{o ∈ O : o �1 D1} ∩ {o ∈ O : o �2 D2} = ∅), agreement is
not possible. Nevertheless, in most negotiations, the agents’ beliefs
represent their inclination toward a particular position rather than
unmovable. For instance, a buyer of a house may know for certain
that an identical house was sold a month ago for $y, and thus is
not too willing to pay much more than $y for this house. However,
knowing that there is no other house left in the area that he can buy,
he is perhaps willing to pay more than $y, if there are compelling
reasons for him to do so (e.g., there are other buyers who would
like to buy a house in the area). In this situation, ifP denotes the
proposition that the vendor agent’s asking price is higher than $y,

then¬P doesn’t necessarily define the buyer’s disagreement point.
It could be the case that the buyer believes in¬P , but is also willing
to retract this belief when learning about the scarcity of houses as
well as the high demand for houses in the area.

Given that the agents’ beliefs (and constraints) will play a cru-
cial role in this model of bargaining, we will make the agents’ hard
constraints explicit in our bargaining model. In the rest of the pa-
per, we will assume that the set of feasible negotiation outcomes is
defined by the hard constraintsC. We denote byOC the set of fea-
sible outcomes that satisfy the hard constraintsC. That is,o ∈ OC

if and only if JoK ∩ JCK 6= ∅.
Given the propositional languageL and the non-empty alphabet

PO for the negotiation outcomes, a bargaining problem is defined
to be a tupleBP = (C, 〈B1,�1〉, 〈B2,�2〉), whereC ⊆ L is the
set of hard constraints shared by all agents,Bi ⊆ L is the set of
agenti’s beliefs, and�i is agenti’s preference relation over the set
OC . Subsequently, the (movable) disagreement pointsDi ∈ OC

are defined such thatDi is least preferred to agenti andDi is con-
sistent withBi. Moreover, the set of agreement-feasible outcomes
AFBP is defined to be{o ∈ OC : o �1 D1} ∩ {o ∈ OC : o �2

D2}.6 We will first state a trivial lemma:

LEMMA 3. LetBP = (C, 〈B1,�1〉, 〈B2,�2〉) be a bargain-
ing problem, if the setC ∪B1 ∪B2 is consistent thenAFBP 6= ∅.

Proof: Letω be a model ofC ∪B1 ∪B2. Let o ∈ PO be such that
ω ∈ JoK. Clearly,o ∈ OC ando is consistent with bothB1 andB2.
Thus,o �1 D1 ando �2 D2. Thus,o ∈ AFBP . �

On the other hand, when the setC ∪ B1 ∪ B2 is inconsistent, it
doesn’t always mean thatAFBP = ∅.

EXAMPLE 3. Continue with our running example and consider
the following bargaining situationBP = (C, 〈B1,�1〉, 〈B2,�2

〉), whereC = {P} (e.g., the agent receives the instruction from the
vendor not to sell the house for less than the asking price and this
is common knowledge), andB1 = {E} andB1 = {¬E}. Also,
suppose thatPĒ ≻1 PE andPE ≻2 PĒ. Clearly,C ∪B1 ∪B2

is inconsistent, butD1 = PE and D2 = PĒ, andAFBP =
{PE,PĒ}.

Given Lemma 3, one fairly naive idea is to perform belief merg-
ing (see e.g., [7]) with integrity constraint (i.e., mergingB1 andB2

with the integrity constraintC) to obtain a consistent belief baseX
which will be treated as the shared bottom line for both agents1 and
2. Subsequently, the bargaining model described in Section 3.1 can
be applied to characterise the negotiation outcome. Unfortunately,
this straightforward idea will not work, for the simple reason that
belief merging takes into account the two belief basesB1 andB2

when merging them with respect to the integrity constraintsC. But
it fails to take into consideration the agents’ preferences�1 and�2

regarding the preferred outcomes.

EXAMPLE 4. In the running example, consider a bargaining
situation in whichC = {⊤} (i.e., no hard constraints),B1 =
{P,¬E}, andB2 = {E}. Furthermore, the agents preferences
are: PE ≻1 PĒ ≻1 P̄E ≻1 P̄ Ē and P̄E ≻2 P̄ Ē ≻2 PE ≻2

PĒ with D1 = PĒ andD2 = PE. Clearly,C ∪ B1 ∪ B2 is in-
consistent and most standard belief merging mechanisms (see [7])
would result in a merge belief baseX = ∆C(B1⊔B2) = {P}. By
takingX to define the common bottom line for both agents, the new
disagreement points for them becomeD′

1 = D1 andD′
2 = PĒ.

6When clear from the context, we will omit the subscript and write
AF instead.



Clearly, this has disadvantaged agent2. Moreover, it has also im-
posed agent1’s bottom line regarding attributeP on agent2 with-
out any reasonable justification and compensation.

On the other hand, any mechanism that searches for a negoti-
ation outcome based only on the agents’ preferences�1 and�2

without taking into account the agents’ beliefs is likely to produce
impractical outcomes as well. For instance, in the bargaining situa-
tion discussed at the beginning of this section, assume thatPE ≻1

PĒ ≻1 P̄E ≻1 P̄ Ē andP̄ Ē ≻2 P̄E ≻2 PĒ ≻2 PE. Assume
also that the vendor’s asking price is$x > $y, andB1 = {P,¬E}
(i.e., the vendor agent knows that the house he is selling is currently
the only house for sale in the area and there are several buyers who
are looking for a house in the area, while a recent government regu-
lation requires mortgage lender to carry out a number of checks be-
fore releasing the fund for settlement), andB2 = {¬P,¬E} (i.e.,
the buyer knows that an identical house was sold for$y last month).
As the set of agreement-feasible outcomesAF is empty, the agents
need to make concessions to possibly reach an agreement. With-
out taking into account the agents’ beliefs, the bargaining strategy
of minimal concession (see [5]) suggests the following negotiation
process: First, agent2, the buyer, will make a minimal concession
from its current offer ofP̄ Ē to P̄E; then, agent1 makes a minimal
concession, and accept the offerP̄E. This outcome is certainly
not justified since the right price in this case should be$x (thus,
agreeing onP ) while the agents can also agree on¬E.

Therefore we argue that a reasonable mechanism should enable
the agents to use their beliefs to make the decision on what conces-
sion to make, taking into account their preferences. Consequently,
we’ll investigate a strategic model for bargaining in the following
section.

4. AN ARGUMENTATION-BASED MODEL
OF BARGAINING

The axiomatic bargaining model introduced above is inherently
static in the sense that only the outcome, and not the bargaining
process, is analysed. This ensures a number of advantages such as
tractability. Nevertheless, in most circumstances, it’s important to
study the bargaining process as well as the bargainers’ strategies.
For instance, we may be interested in knowing how the bargaining
outcome is affected by changes in the bargaining procedure, and
what would be the best strategy or decision a bargainer should take
in a given situation.

The bargaining protocol to be used by the agents to reach an
agreement is based on the belief negotiation models proposed by
Booth [3]. In this model, the negotiation proceeds in rounds. The
negotiation starts off with the initial offer profile~Θ0 = (Θ0

1,Θ
0
2),

where an offerΘj
i is a subset of the set of feasible outcomesO, in-

dicating the outcomes agenti is willing to accept afterj rounds of
negotiation. If~Θj (j ≥ 0) is consistent then the set of agreement-
feasible outcomesAF = Θj

1 ∩ Θj
2 is non-empty and a physical

agreement can be selected fromAF . If ~Θj (j ≥ 0) is inconsistent
then a “contest” between the agents will be carried out to select a
subset of agents who are required to “make some concessions”.7

The new offer profile~Θj+1 after the selected agents making the
concession allows the negotiation to proceed to the next round.
Under “certain predefined conditions”, a disagreement is reached.
Furthermore, under a monotonic concession protocol (see [13]), the
new offer profile~Θj+1 is required to include the previous one; i.e.,
7The generality of this protocol allows it to encompass many com-
mon negotiation protocols including the alternating-offer protocol
and the simultaneous-concession protocol.

~Θj ⊆ ~Θj+1), where~S = (S1, . . . , Sn) ⊆ (T1, . . . , Tn) = ~T
if and only if Si ⊆ Ti for all i ∈ {1, . . . , n}. A more precise
bargaining protocol will be introduced later in this section.

From the discussion in the preceding section, a bargaining out-
come should be based on the agents’ beliefs about the bargaining
situation at hand while taking into account their preferences. To
formulate the idea that an agent’s beliefs that define her position on
certain bargaining issues can be undermined or dominated by her
opponent’s beliefs, we appeal to the argumentation-based frame-
work [4, 1]. In a strategic model of bargaining, a bargaining prob-
lem BP = (C, 〈B1,�1〉, 〈B2,�2〉) is based on a common lan-
guageL and a common outcome alphabetPO, with the set of hard
constraintsC being common knowledge while the agents beliefs
and preferences〈Bi,�i〉 for i = 1, 2 are their private information.
We will first reproduce some notions of argumentation theory.

DEFINITION 4. ([1]) Anargumentof a set of sentencesX ⊆ L
(aka.X-argument) under the constraintsC is a pair(H,h), where
h ∈ L andH ⊆ X, satisfying:

(i) C ∪H is consistent,

(ii) C ∪H |= h, and

(iii) H is minimal (i.e., no strict subset ofH satisfies(i) and(ii) ).

H is called thesupport and h the conclusion of the argument
(H,h). Moreover, given two arguments(H,h) and (H ′, h′), if
H ⇔ H ′ andh ⇔ h′ then we treat them as the same argument.
That is, a set of arguments can not contain both arguments.

An argument(H ′, h′) is asubargumentof the argument(H,h)
iff H ′ ⊆ H.

Given a set of argumentsΓ, the baseof Γ is the set: BΓ =
⋃

(H,h)∈Γ H.

We denote byAC(X) the set of allX-arguments under the con-
straintsC.

DEFINITION 5. ([1]) Let(H,h) and(H ′, h′) be two arguments
ofAC(X):

• (H,h) rebuts (H ′, h′) if and only ifh ⇔ ¬h′.

• (H,h) undercuts (H ′, h′) if and only ifh ⇔ ¬h′′ for some
h′′ ∈ H ′.

When(H,h) rebuts or undercuts(H ′, h′), we also say that(H,h)
attacks (H ′, h′). When(H,h) attacks(H ′, h′) and(H ′′, h′′) at-
tacks(H,h), we say that(H ′′, h′′) defends(H ′, h′).

We are now in a position to formally define our bargaining pro-
tocol. First, we define the notion of bargaining proposal.

DEFINITION 6. LetBP = (C, 〈B1,�1〉, 〈B2,�2〉) be a bar-
gaining problem andOC denote the set of feasible outcomes. A
bargaining proposal (or, proposal) by agenti at stagej, denoted
by ρji is a pair (Θj

i ,Γ
j
i ), whereΘj

i ⊆ OC is the set of outcomes
agenti is willing to agree on andΓj

i ⊆ AC(L) is the set of argu-
ments agenti has used to defend her offersΘj

i .
The pair(ρj1, ρ

j
2) of the agents’ proposals in stagej is called the

bargaining contextat stagej.

It’s important to note that, in a strategic model of bargaining the
agents beliefs and preferences〈Bi,�i〉 are their private informa-
tion. Therefore, agenti can introduce arguments that are not based
on her beliefs if she thinks that they would give her an advantage. In
the following, we’ll write

∨

Θ instead of
∨

o∈Θ

o. We will now define

the notion of an argument being relevant to a bargaining context.



DEFINITION 7. Let(ρ1, ρ2) be a bargaining context, whereρi =
(Θi,Γi) is agenti’s proposal, fori = 1, 2. An argument(H,h) is
relevant to this bargaining context (for agenti) if (H,h) /∈ Γi and

•
∨

Θ−i ∧ h |= ⊥; or

• (H,h) attacks an argument(H ′, h′) ∈ Γ−i.

Of the two non-trivial conditions above, the former says that
agenti rejects agent−i’s current offered outcomesΘ−i by ad-
vancing an argument(H,h) that contradictsΘ−i and thus requires
agent−i to make a concession. The latter allows agenti to ad-
vance an argument(H,h) to defeat a relevant argument(H ′, h′)
advanced by agent−i in previous rounds of bargaining.

In the bargaining protocol informally described at the beginning
of this section, for the “contest” to select who need to make a
revised proposal during a negotiation round, we assume that all
agents will have to submit the updated proposal in each round.
Furthermore, an agenti’s proposal in round0 has to contain a non-
empty offerΘ0

i 6= ∅ and, to simplify the protocol, it also contains
an empty set of argumentsΓ0

i = ∅. Agent i’s proposal in round
j > 0, ρji = (Θj

i ,Γ
j
i ) is required to meet the following conditions:

• Θj
i ⊇ Θj−1

i ;

• Γj
i ⊇ Γj−1

i such thatB
Γ
j
i
∪C is consistent and, ifΓj

i 6= Γj−1
i

then the new arguments have to be relevant to the previous
bargaining context(ρj−1

1 , ρj−1
2 ).

If ~Θj (j ≥ 0) is consistent then the set of agreement-feasible
outcomesAF = Θj

1 ∩ Θj
2 is non-empty and an agreement can

be selected fromAF . If ~Θj (j ≥ 0) is inconsistent then the bar-
gaining proceeds to the next round. If in two consecutive rounds
of bargaining, the bargaining context is not updated, i.e., for some
j ≥ 0, ρji = ρj+1

i = ρj+2
i for i = 1, 2, then the bargaining reaches

a disagreement.

LEMMA 4. The bargaining protocol defined above terminates.

Proof: Since the alphabetP of the languageL (and the alphabet
PO ⊆ P of the bargaining outcomes) is finite, there can only a
finite number of logically different arguments; i.e., the setAC(L)
is finite and the setOC is also finite. Thus, if the bargaining does
not terminate with a disagreement then at some point, both agents
will have exhausted the set of arguments and thus will have to in-
creasingly add the members ofOC in their respective offers and the
bargaining terminates with a non-empty set of agreement-feasible
outcomesAF . �

Given the negotiation protocol, our example in the preceding
section about the vendor agent who argues to convince the buyer
to change her position on the price of the house can be described as
follows.

EXAMPLE 5. We will assume that the alphabetP also contains
the following propositional symbols:Y for “ a similar house was
sold for $y last month”, M for “ house prices last month reflects
today market”, S for “ houses in the area have become scarce”,
D for “ there has been an increase in the demand for houses in
the area”, C for “ the market has changed with the price on the
up”, and R for “ bargainers should exercise reciprocity”. We’ll also
assume thatPE ≻1 PĒ ≻1 P̄E ≻1 P̄ Ē and P̄E ≻2 P̄ Ē ≻2

PĒ ≻2 PE are the agents’ respective preferences. That is, the
buyer’s preference on the value ofE (whether it should be an early
settlement) is conditional on the value ofP (whether she has to pay
the higher price).

The negotiation starts off with the initial proposal profile(({PE},
∅), ({P̄E}, ∅)). In the next round, the buyer introduces the argu-
ment({Y,M, Y ∧ M ⇒ ¬P},¬P ) and the seller introduces the
argument({Y, S,D, S∧D ⇒ C, Y ∧C ⇒ P}, P ) to defend their
respective positions. In the consecutive round, the seller then defeat
the buyer’s argument with the argument({C,C ⇒ ¬M},¬M).
This settles the issue on the price of the house with the buyer mak-
ing a concession and willing to accept any outcome from the set
{P̄E, P̄ Ē, P Ē}. However, since the set of agreement-feasible out-
comeAF = {PE} ∩ {P̄E, P̄ Ē, P Ē} remains empty, the buyer
then advances the argument({P,R, P ∧ R ⇒ ¬E},¬E). Since
the seller has no counter-argument, he makes a concession and is
willing to accept any outcome from the set{PE,PĒ}. They settle
with the outcomePĒ.

To formalise the notion of winning argument in an exchange be-
tween bargainers, we’ll appeal to the argument-based semantics of
admissibility, introduced by Dung [4].

DEFINITION 8. A setΓ of arguments isconflict-free if there
are no two arguments(H,h) and(H ′, h′) such that(H,h) attacks
(H ′, h′) or (H ′, h′) attacks(H,h).

A setΓ of arguments isadmissible if it is conflict-free and it
defends all of its members against all attackers.

A setΓ of arguments isstrongly admissible if it is admissible
and none of the arguments that attack its members belong to an
admissible set of arguments.

The following lemma is trivial since at all stagesj of the bar-
gaining,B

Γ
j
i
∪ C is required to be consistent.

LEMMA 5. The sets of arguments contained in the bargaining
proposals introduced by the agents according to the bargaining
protocol defined above are conflict-free.

The following axiom requires that bargainers do not ignore strongly
admissible sets of arguments that support an agent’s position.

SA. If BP = (C, 〈B1,�1〉, 〈B2,�2〉) is a bargaining problem
andAG ⊆ OC the agreement reached afterj rounds of bar-
gaining. If the set of argumentsΓ ⊆ Γj

i is strongly admis-
sible then for each outcomeo ∈ AG :

∧

(H,h)∈Γ h ∧ o is
consistent.

Intuitively, axiomSA requires that, if agenti can present an ar-
gument that agent−i can not defeat, then every agreed outcome
has to be consistent with the conclusions obtainable from this set
of arguments.

We can now state a lemma trivially derived from the definition
of strongly admissible sets of arguments.

LEMMA 6. Given a bargaining problemBP , if a sentenceh
is supported by a strongly admissible set of argumentsΓ from the
current bargaining context(ρj1, ρ

j
2) then there does not exist any

admissible set of argumentsΓ′ from the current bargaining context
that supports¬h.

Equipped with Lemma 6 and assuming a belief revision operator
∗AGM that satisfies the AGM axioms (see [6]), we can now define
an argument-augmented bargaining problem of a given bargaining
problem.

DEFINITION 9. LetBP = (C, 〈B1,�1〉, 〈B2,�2〉) be a bar-
gaining problem and given a a belief revision operator∗AGM that
satisfies the AGM axioms. Consider the set of all admissible sets of



arguments of the baseB1∪B2: ASBP = {Γ ⊆ AC(B1∪B2) : Γ

is strongly admissible}. Let α denote
∧

(H,h)∈
⋃

Γ∈ASBP
Γ

h, then

the argument-augmented bargaining problemof BP , denoted
byABP is defined to be(C, 〈B∗AGM

1 α,�1〉, 〈B
∗AGM
2 α,�2〉).

Given a bargaining problemBP , the following bargaining solu-
tion can be defined:

fA-E(BP ) =

{

disagreement ifAFABP = ∅
fE(ABP ) otherwise

The following theorem is obvious (given Lemma 6 and the AGM
axioms):

THEOREM 2. The bargaining solutionfA-E satisfies axiomSA.

Given the negotiation protocol above and our proposed argument-
based bargaining framework, we are interested in finding the equi-
librium strategies in a bargaining situation. Note that, in a strategic
model of bargaining, a bargainer’s beliefs and preferences are her
private information and the bargaining progresses when the agents
exchange their proposals, in our bargaining protocol, by simulta-
neously putting them on the negotiation table. However, in the
presence of incomplete information, the agents clearly have the in-
centives not to reveal their true preferences and beliefs. Therefore,
to develop a tractable strategic model of bargaining, we’ll need to
make a number of assumptions including an enforceable penalty
mechanism which is also underlying the negotiation framework de-
veloped by Rosenschein and Zlotkin [13, 17]. Given such assump-
tions, we have developed a symmetric Nash equilibrium strategy
for the bargainers based on the minimal concession strategy intro-
duced by Dung et al. [5]. This consideration is beyond the scope
of the present paper and will be included in our future work.

5. CONCLUSION AND FUTURE WORK
In this paper we introduced an axiomatic model of bargaining

with logical beliefs and goals for the purpose of bargaining analy-
sis. To the best of our knowledge, our model is the first logic-based
axiomatic model of bargaining that does not suffer the problem of
syntax-sensitivity while still ensuring that our proposed bargaining
solution is uniquely characterized by a concise set of intuitive ax-
ioms (see e.g., [16, 15]). This is the most important contribution
of our paper. Moreover, our framework allows for a separation be-
tween the bargainers’ beliefs and their respective goals. This is im-
portant because not all beliefs of the agents that are relevant to the
negotiation will necessarily end up on the negotiation table. Many
of them may be used only for the agents to make decision about
whether to accept an offer or what counter-offer to be made.

We have also taken into account the problem of dynamic ne-
gotiation in which the bargainers’ bottom lines could be changed
during the negotiation. The problem is challenging, particularly in
the context of incomplete information. We appeal to the formalism
of argumentation framework to allow for the accommodation of
new and revised beliefs and their effects on the bargainers’ bottom
lines. We are currently investigating a strategic model of bargain-
ing to complement our axiomatic model. This is also the final step
in realising the famous Nash program. This work will be reported
in our future papers.

From a multi-agent systems point of view, it is always an im-
portant question to investigate the computational complexity of the
solutions and the concepts we have proposed. This also remains a
challenge to be addressed in the future work.
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