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ABSTRACT
In recent years, social networking sites and social media have
become a very important part of peoples’ lives, driving ev-
erything from family relationships to revolutions. In this
work, we study the different patterns of interaction behavior
seen in an online social network. We investigate the differ-
ence in the relative time people allocate to their friends ver-
sus that which their friends allocate to them, and propose a
measure for this difference in time allocation. The distribu-
tion of this measure is used to identify classes of social agents
through agglomerative hierarchical clustering. These classes
are then characterized in terms of two important structural
attributes: Degree distributions and clustering coefficients.

We demonstrate our approach on two large social networks
obtained from Facebook. For each network we have the list
of all social interactions that took place over six months.
The total number of users in the two networks is 939,453
and 841,456, with 1.4 million and 8.4 million interactions,
respectively. Our results show that, based the interaction
behavior, there are four main classes of agents in both net-
works, and that they are consistent across the two networks.
Furthermore, each class is characterized by a specific profile
of degree distributions and clustering coefficients, which are
also consistent across both networks.

We speculate that agents corresponding to the four classes
play different roles in the social network. To test this, we
developed an opinion propagation model where opinions are
represented as m-bit strings communicated from agent to
agents. An agent receiving an opinion then selectively mod-
ifies its own opinions depending on the social and informa-
tional value it places upon communications from the send-
ing agent, its overall agreement with the sending agent, and
its own propensties. Opinions are injected into the system
by agents of specific classes and their spread is tracked by
propagating tags. The resulting data is used to analyze the
influence of agents from each class in the viral spread of ideas
under various conditions. The analysis also shows what be-
havioral factors at the agent level have the most significant
impact on the spreading of ideas.
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1. INTRODUCTION
The advent of social networks is a major revolution in

the history of the Internet age. Today, being ‘online’ is the
default mode for millions of people worldwide. Many sec-
tors of society such as business, politics, advertising, gam-
ing, etc., have embraced social networks and have sought
to exploit their potential to reach the masses. Indeed, so-
cial media has allowed even individuals to set up channels
of communication that rival the commercial media in their
influence. The average user on Facebook has 130 friends,
and people spend over 700 billion minutes per month on
the site [5]. The growth of users on Google+ has occured
even faster. LinkedIn’s membership rocketed from 28 mil-
lion users to more than 35 million users in the six months
following the September 2008 onset of economic collapse [6].
The key factor that sustains such social networking sites and
the businesses based on them is the propagation of informa-
tion. Every user in the network is a potential point of idea
injection for mass propagation. However, it is clear that
not all users can achieve the same level of influence. This
depends on many factors such as the users’ behavior, the
semantic content of the information being propagated, the
structural properties of the network, etc. In this paper, we
use several large datasets to develop a behavior-based clas-
sification of agents in a social network (Facebook), and to
evaluate what type of agents are likely to be influential in
different situations.

2. BACKGROUND
There is already a large – and growing – body of research

devoted to understanding the structure and evolution of on-
line social communities[11][17][1][12]. Some of these studies
have classified members of social networks into one of three
classes[1][12] based on their structural role in the network:
Singletons are agents with zero friends; the giant component
comprises users who are connected directly or indirectly to



a large fraction of the entire network; and the the middle re-
gion covers small groups whose agents only interact mainly
with others within the group and not with the network at
large. In this study we aim to classify users into groups based
on their interactional behavior rather than structural posi-
tion. We believe that such classification will reveal valuable
insights on the way users divide their social time between
their friends on the network.

The issue of how ideas spread virally in a social network
has been of great interest recently. This work has consid-
ered a variety of factors that determine the importance of
individual agents in a network. These range from structural
properties to the nature of the users and their interactions
with each other. Trusov et al. [13] proposed a method for
finding influential users in a network community using the
number of their logins in a particular time frame as the
metric for being “influential”. Though intuitively appeal-
ing, this approach did not provide any unexpected insights.
Similarly, Crandall et al. [3] proposed a method to show
that social influence and similarity go hand-in-hand such
that users tend to form new links based on similarity, which
grows their sphere of social influence and, in turn, creates
more similarity with users to whom they create new links.

Simpkins et al. [19] considered the role of psychological
and cognitive factors in shaping the profile of idea propaga-
tion. They postulated that an idea has a ‘cognitive advan-
tage’ in being retained or accepted in a particular commu-
nity which is culturally circumscribed around that idea.

Kempe et al. [8] studied the problem of maximizing in-
formation spread in a social community network using rec-
ommendation or influential propagation in the form of a de-
creasing cascade model. In this model, a behavior spreads
in a cascading fashion according to a probabilistic rule, be-
ginning with a set of initially “active” or “influential” nodes.
In another paper [9], they propose an intuitive greedy algo-
rithm to show that it is a more efficient way to find which
set of individuals should be targeted in a network for maxi-
mizing the spread of influence. This work is closest to ours
in terms of its objectives.

In [10], Kleinberg showed that it is easier to find short
chains between points in some networks than others. He
proved that networks that include individuals operating with
purely local information are very adept at finding these short
chains. Considering the dynamics of a network, Ghosh et al.
[7] have proposed that predicting influential users depends
not only on the structure of the network, but also on de-
tails of the dynamic processes occurring on it. They classify
processes as conservative and non-conservative, and claim
that information spread is non-conservative. They empiri-
cally define influence as the number of in-network votes a
user’s post generates. This influence measure, and the re-
sulting ranking, is evaluated from the dynamics of voting
on the social news aggregator Digg, which represents non-
conservative information flow. They compare their predic-
tions of different influence models with this empirical esti-
mate of influence. The results show that non-conservative
models are better able to predict influential users on Digg
and the best predictor metric is found to be the normalized
α-centrality.

3. OVERVIEW
This paper presents results from two studies:
Study I: Classification of Social Agents: In this

Facebook Dataset
Network Nodes Edges Interactions
A:One Month (A1) 431,995 728,243 1,412,252
A:Six Months (A6) 939,453 273,215 7,483,904
A:One Year (A12) 1,164,003 4,555,524 24,373,015
B:One Month (B1) 451,092 827,068 1,974,590
B:Six Months (B6) 841,567 2,513,432 8442,451
B:One Year (B12) 969,047 3,317,531 22,092,564

Table 1: Statisctics of the Facebook Dataset used in this
paper

study, we use several anonymized datasets of FaceBook in-
teractions among large groups of agents over extended pe-
riods [22] to identify classes of agents based on interaction
behavior. In particular, we consider the relative social at-
tention agents devote to interacting with other agents, and
identify four distinct types of behavior in this regard. These
four classes are found to be robust across multiple datasets
in terms of both interaction patterns and structural prop-
erties, indicating that they capture real differences betwee
agents. We then train a neural network classifier to recog-
nize these classes, and show that it can successfully classify
agents in a novel dataset according to their interaction pat-
terns. We also provde provisional interpretations of the four
behavior patterns identified in this study.

Study II: Simulation of Influence Dynamics: In the
second study, we implement an agent-based simulation us-
ing a randomly chosen subset of a network in our dataset.
Agents in this simulation are labeled according to the class
assigned to them in Study I and follow the corresponding
pattern of relative social effort in their interactions with
other agents. All agents in the system begin with certain
“opinions”, and communicate these to other agents. This
influences the receiving agents to possibly modify their own
opinions and to communicate them further. The dynamics
of opinions originating in agents of different types are mon-
itored and the relative influence for each type of agent is
quantified. Essentially, the question addressed by this study
is, “Which class of agents are, on average, the most suitable
injection point for an idea that needs to be spread virally?”

4. STUDY I: CLASSIFICATION OF SOCIAL
AGENTS

The goal of this study is to classify agents in a large so-
cial network into different classes based on their pattern of
interaction with other agents. The approach followed is to
represent the agents’ interaction behavior in a suitable fea-
ture space, and to cluster the agents based on these features.

4.1 Datasets:
This study used two datasets - labeled A and B - repre-

senting agents on Facebook. Each dataset provides a social
graph indicating “friend” links between agents, and several
interaction graphs, indicating contacts between linked agents
over a period of time. The statistics for the networks are
given in Table 1. The data was obtained from [22] and used
with permission.

4.2 Community Extraction
Given the large number of agents in the datasets, we de-

cided to focus, in each network, on a subset of agents that



could be considered to have significant participation in a
functionally useful sense. To do this, we extracted commu-
nities of agents from the social networks using the clique
percolation method (CPM) [14][4]. In CPM, a k-community
is defined as the maximal chain of adjacent k-cliques. Two k-
cliques are considered to be adjacent if they share k-1 nodes.
We decided to use k = 5 because a value of k > 5 produces
very few communities, and a value of k = 4 produces too
many small ones. Only agents belonging to at least one com-
munity were classified in the analysis below, though their in-
teractions with all agents were taken into account. With this
restriction, the number of agents and links analyzed were:

Dataset A1: 1051 nodes and 3859 edges
Dataset A6: 21690 nodes and 202611 edges
Dataset A12: 64879 nodes and 959927 egdes

Dataset B1: 2229 nodes and 8128 edges
Dataset B6: 30532 nodes and 202611 edges
Dataset B12: 53633 nodes and 652776 edges

4.3 The Devotion Measure
The interaction pattern between two connected agents i

and j was measured through a quantity termed relative de-
votion, ∆ij , defined as:

∆ij = (Iij/Ii)− (Iji/Ij) ≡ Dij −Dji (1)

where Iij is the number of interactions that i has with j,
Ii is the total number of interactions for i, Iji is the number
of interactions that j has with i, Ij is the total number of
interactions for j (note that Iij = Iji), Dij is the fraction
of i’s interactions that are with j and Dji the fraction of j’s
interactions that are with i. Thus, −1 < ∆ij < 1, where a
negative value of ∆ij means that i allocates a lower fraction
of his/her social effort to interact with j than j is allocating
to interact with i, and vice-versa for a positive value. A
value of 0 means that i and j allocate the same portion of
their social effort to each other.

Based on this definition, each agent i has a devotion vec-
tor, ∆i = [∆i1 ∆i2 ... ∆ini ], where ni denotes the number of
agents to which i is directly connected. Since, agents often
have high-dimensional devotion vectors with variable lengths
across agents, it is convenient to look at the histogram of
their relative devotion values. This is obtained by distribut-
ing the relative devotion values for i into 5 bins: [−1.0,−0.6],
[−0.6,−0.2], [−0.2,+0.2], [+0.2,+0.6] and [+0.6,+1.0]. The
total is normalized to 1 and the resulting length 5 vector,
qi = [q1i q

2
i q

3
i q

4
i q

5
i ] is called the feature vector for agent i.

This feature vector constitutes a quantitative representation
of the agent in terms of its interaction behavior, and is the
basis of classification.

4.4 Agent Clustering
The feature vectors obtained for indivdual agents in Dataset

B6 were clustered using an agglomerative hierarchical clus-
tering algorithm with earth mover’s distance(EMD) as the
distance measure. It is defined to be the minimum move-
ment of probability mass required to transform one distri-
bution into another[15]. A fast EMD algorithm developed
by Pele et al.[15, 16] was used for calculations. Weighted
pair group with averaging was used as the distance measure
between merged clusters.

The clustering identified four types of agents in Dataset
B6. Some representative feature vectors for each class are
shown in Figure 1.
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(d) Cluster 4

Figure 1: Feature vectors for 20 representative members of
each class.

The dendogram for the clustering process is shown in Fig-
ure 2(a). Figure 2(b) shows the number of agents assigned
to each class, indicating that the vast majority of agents fall
into classes 2 and 4. Figures 2(c) and (d) show the distri-
bution of the node clustering coefficient and node degree for
each class. Node degree is defined as the number of links
incident on the node and the clustering coefficient as the
fraction of possible links that exist between the node’s im-
mediate neighbors [20][2].

It should be noted that, while only agents belonging to
communities were clustered, the calculation of relative de-
votion, node degree and clustering coefficient used the full
network, including unclassified agents. Thus, a significant
part of the information captured in the distributions of these
quantities comes from agents not included in the classifica-
tion.

4.5 Neural Network Classifier
While clustering provides a useful way to organize the

data, it is computationally expensive and, therefore, diffi-
cult to use with much larger datasets such as A12 or B12.
Even more importantly, it does not provide a way to classify
agents other than those included in the clustering process.
To address these problems – and to provide further valida-
tion of the classes discovered through clustering – a neu-
ral network classifier was trained to classify agents based
on their feature vectors, using the classes obtained through
clustering as the true classes. The classifier had two hidden
layers and was trained using the backpropagation algorithm
[21, 18] on a portion of the B6 dataset and validated and
tested on two other subsets of the data. Figure 3 shows the
confusion matrices for the training, validation and testing
case as well as over the entire B6 dataset. It is clear the
the neural network was extremely successful in learning the
classes.

Once trained, the neural classifier was applied to dataset
B12 dataset and provided class labels for all 53,633 agents.
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Figure 2: (a) Dendogram resulting from the clustering pro-
cess; (b) Number of agents placed in each cluster; (c) Distri-
bution of network clustering coeffiecient for each class; (d)
Distribution of node degree for each class.

However, since B12 had not been processed through cluster-
ing, the accuracy of these labels could not be verified. For
this, we used three methods:

Method 1: In this method, we plotted the feature vectors
for 20 representative agents from each class as given by the
neural network classifier (Figure 4). A comparison of these
with the feature vectors given in Figure 1 shows excellent
agreement, indicating that the classes assigned in B12 by
the classifier were qualitatively the same as those found by
clustering in B6. This is strong evidence that these classes
are, in fact, robust across different networks, and that the
classifier is able to generalize.

Method 2: Next, we plotted the degree distributions
(Figure 5) and clustering coefficient distributions (Figure 6)
for agents in all four classes as identified in B6 by cluster-
ing (Figures 5(a) and 6(a)) and by the neural classifier in
B12 (Figures 5(b) ad 6(b)). Comparing these, it is apparent
the corresponding distributions are similar, providing fur-
ther evidence that the clustering and the classifier are find-
ing the same classes in the two networks, and that each of
these classes has characteristic distributions of node degree
and clustering coefficients.

Method 3: Finally, we also performed a partial direct
comparison by taking a subset of agents from B12, subject-
ing them to the clustering algorithm, and comparing the la-
bels obtained with those given by the neural classifier. The
confusion matrix for this comparison is shown in Figure 7,
indicating that the two methods agreed on the classification
of almost 97% of the agents.

Taken together, these results indicate three things: 1)
The interaction behavior of agents in multiple social net-
works studied falls into four distinct and consistent classes;
2) These classes are robust and have invariant network-based
characteristics across different networks; and 3) The neu-
ral network classifier is able to assign classes accurately to

agents across different networks based on their feature vec-
tors.

(a) Training (b) Validation

(c) Test (d) All

Figure 3: Confusion matrices for the neural network clas-
sifier: (a) Data used to train the network; (b) Data used
to check for generalization during training but not used for
training directly; )c) Data not used during training at all;
(d) All data in B6.

4.6 Interpretation of the Classes
A natural question that arises is whether the classes found

by the above analysis are meaningful. While we are still in-
vestigating this issue in detail, some provisional suggestions
can be made as follows.

(Class 1 - Invisibles: This class comprises a small num-
ber of users who have very low node degree, high clustering
coefficients, and are only involved in a small number of in-
teractions, suggesting that they belong to a small, tight-knit
group of friends. They mainly have positive relative devo-
tion values, which means that their friends are more active
than they are, or they are generally ignored by their friends.

Class 2 - Normals: These comprise the majority of the
population, and have fairly high degree and a wide range for
number of interactions. The majority of Class 2 members
have low to moderate clustering coefficients, indicating that
they have a broad and loosely knit group of friends, but with
significant connectivity among these friends. Their directed
devotion values are around 0, which means they interact
with friends who interact with them.

Class 3 - Celebs: This class has a small number of mem-
bers with the majority being high degree nodes. The mem-
bers of this class have very low clustering coefficients and
a wide range of interactions, suggesting that they interact
with a large, disparate set of people. Their directed devotion
values are strongly negative, indicating that they allocate a
smaller portion of their social effort to their friends, who ac-
tually allocate a larger portion of their social effort to them.
In fact, most of the agents connected to Class 3 agents fall
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Figure 4: Feature distributions of typical members of clases
assigned by the neural classifier. This figure should be com-
parted with Figure 1.
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Figure 5: Comparison of degree distribution

into the unclassified category and have highly positive rela-
tive devotion values (not shown).

Class 4 - Casuals: This class has a significant number
of members with the majority having degrees in the range
of 40-70. Most of them have low clustering coefficients, in-
dicating that they connect with a disparate group of agents.
The members of this class have a wide range of interca-
tions and devotion values skewed slightly negative., indicat-
ing that they allocate less social effort to their friends than
their friends allocate to them.

5. STUDY II: SIMULATION OF INFLUENCE
DYNAMICS

A central attribute of social networks is their ability to
spread information and influence – a fact used in viral mar-
keting, political campaigning, etc. Given the very interest-
ing agent classification described above, it is natural to ask
whether agents of some class(es) are more or less influential.
We addressed this issue through simulations of a multi-agent
models where the spread of information injected in one agent
of a particular class can be tracked across the network over
time.

The propagation of influence in a network can be affected
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Figure 6: Comparison of clustering coefficient distribution

Figure 7: Direct neural network classifier validation on a
subset of B12 data

by a host of factors ranging from the structural characteris-
tics of the network to the nature of the ideas being communi-
cated. Here, we use a very simple model to study how opin-
ions might spread in the type of network analyzed above.
We consider the efficacy of agents from particular classes in
spreading their opinions within a large network where the
interaction behavior of individual agents follow those seen
in the corresponding datasets – for both classified and un-
classified agents.

5.1 Model Description
The social network used for the simulations is a subset of

the A12 network described above, with about n = 125, 000
agents. These are chosen to include a roughly proportionate
sample of classified agents and all their friends, whether clas-
sified or unclassified. The numbers for each type are: Class 1
- 108; Class 2 - 40,000; Class 3 - 114; Class 4 - 4,314; Unclas-
sified - 80,464. Each agent’s type is assigned as determined
by the clustering process (including the type “unclassfied”),
and its interaction behavior reflects that seen in the actual
dataset. Each agent, i, has a time-varying opinion vector,
zi(t) = [zi1(t) ... zim(t)], with m elements, each indicating
an opinion on some issue at time t. Each component zik can
take values −1 (positive); +1 (negative), or 0 (don’t care).
The simulations used a value of m = 7, with all bits assigned
randomnly and independently with equal probability for the
three values.

During simulation, every agent i sends out one message
per time-step to a randomly selected target agent among its
friends. The probability of agent i choosing a target agent,
j, at step t is given by pij(t) = Dij/

∑
k∈N(i)Dik, where

N(i) denotes the set of nodes to which i is directly con-
nected (its circle of friends) and Dik is the fraction of i’s
interactions that are with k according the real dataset A1,
i.e., Dik = Iik/Ii. Thus, over time, the fractions of inter-



actions i has with each of its friends reflect the proportion
found in the actual dataset. A communication from agent
i at time step t comprises its entire current opinion vec-
tor, zi(t). When agent j receives a message from agent i,
it identifies all the mismatching components, and indepen-
dently considers whether to modify its opinion on each of
these to match the one received from i. The probability of
doing so is determined by three influencing factors:

1. The similarity, Sij(t) between its own current opinion
vector, zj(t), and the received opinion vector, zi(t),
calculated as the number of matching bits in the two
vectors. The probability of change in component k is
increased by higher Sij , i.e., agent j is likelier to be
influenced by like-minded friends.

2. Its relative devotion, ∆ji towards the sending agent, i.
The probability of change in component k is increased
by higher ∆ij , i.e., agent j is likelier to be influenced
by agents it holds in higher esteem (as indicated by
relative devotion).

3. The intrinsic receptiveness, Rkj ∈ [0, 1], of agent j for
component k, indicating how receptive it is to changing
its opinion on this component.

The probability of changing component zkj to agree with

zki is given by:

pkj (t) = w1f1(Sij) + w2f2(∆ij) + f3(Rkj ) (2)

where the wl are weights between 0 and 1, with w1 +w2 +
w3 = 1, and

f1(Sij) =


1
2
[1− (1− 2Sij)

1−αj ] if Sij < 0.5
0.5 if Sij = 0.5
1
2
[1 + (2Sij − 1)1−αj ] if Sij > 0

(3)

where αj ∈ [0, 1] is the similarity influence parameter.

f2(∆ij) =


1
2
[1− (−∆ij)

1−βj ] if ∆ij < 0
0.5 if ∆ij = 0
1
2
[1 + ∆

1−βj
ij ] if ∆ij > 0

(4)

where βj ∈ [0, 1] is it devotion influence parameter.

f3(Rkj ) = Rkj = γj ∀k (5)

where γj ∈ [0, 1] is the receptiveness influence parameter.

Thus, the vector (α, βj , γj) determine the personality pro-
file of agent j in terms of its “influenceability”, with each
parameter controlling the power of a single factor as follows:

• If αj = 0, f1(Sij) = Sij , i.e., linear dependence on sim-
ilarity. As αj increases towards 1, f1(Sij) approaches
a threshold function at Sij = 0.5, so friends with
Sij > 0.5 have very high influence on i and friends
with Sij < 0.5 have almost none.

• If βj = 0, f2(∆ij) = (1+∆ij)/2, i.e., linear dependence
on devotion. As βj increases towards 1, f2(∆ij) ap-
proaches a threshold function at S∆ij = 0, so friends
with ∆ij > 0 have very high influence on i and friends
with ∆ij < 0 have almost none.

Classes
of
agents

(1, 0, 0) (0, 1 0) (0, 0, 1)

1 0.0008 (±0) 0.0008(±0) 0.0008 (±0)
2 19.1956

(±1.2)
61.8068
(±1.79)

83.9710
(±3.01)

3 18.6787
(±0.09)

48.2217
(±1.05)

61.6270
(±1.01)

4 18.2366
(±0.27)

48.8788
(±1.08)

63.0843
(±1.01)

Table 2: Spread statistics when only one influence factor is
operative

• γj just represents the agent’s intrinsic probability to
change a mismatched bit. A low value of γj < 0.5
indicates an agent that does not easily change its mind,
and a value higher than 0.5 an agent that is easier to
influence.

While exploring networks with different types of agents,
etc., is potentially a rich topic for research, in the present
simulations, we set αj = βj = γj = 0.5 ∀j, and vary the
relative weights, w1, w2 and w3 for each influencer. In par-
ticular, we consider the following cases:

1. Case 1 - One Influencer: Here, one of the weights
set to 1 and the other two to 0. This measures the
effect of each factor’s pure influence.

2. Case 2 - Two Influencers: In this case, two of the
weights are set to 0.5 and the third to 0. Thus, the
agent is equally influenced by two factors.

3. Case 3 - Three Influencers: Here, all weights are
set to 1/3, so all factors have equal influence.

In each simulation run, a particlar agent of a specific type
is chosen as the source and two of its opinion components are
tagged with a color. As these bits influence other agents to
change their opinions on these two components, those bits
are also tagged. At the end of the simulation, any agent
with one or two tagged bits is considered influenced. The
percentage of agents influenced over a 150 step simulation
is returned as the metric of influence. For each of the cases
discussed below, 20 independent simulation runs were done
with each type of agent as the source, so each case involved
80 separate runs.

5.2 Results
The results of our simulations for all three cases are dis-

cussed below.

Case 1: In the first set of simulations, one of the influence
weights was set to 1 individually, with the others set to 0.
The results are given in Table 2. Each entry represents the
perceptage of the agents in the network reached after 150
time steps, with the values in parentheses indicating the
standard deviation across the 20 trials.

Case 2: In the next set of simulations, two weights at a time
were set to 0.5 and the third to 0, thus exploring the joint
effect of two influencers at a time. The results are given in
Table 3.



Classes
of
agents

(0, 0.5, 0.5) (0.5, 0, 0.5) (0.5, 0.5, 0)

1 0.0008 (±0) 0.0008(±0) 0.0008 (±0)
2 72.0206

(±2.04)
50.7890
(±1.07)

47.0286
(±2.01)

3 54.9748
(±1.13)

47.0176
(±1.27)

42.2600
(±1.36)

4 55.7595
(±1.18)

47.7735
(±1.12)

42.6811
(±1.42)

Table 3: Spread statistics when two influence factors are
operative

Classes
of agents

(1/3, 1/3, 1/3)

1 0.0008 (±0)
2 69.2181 (±2.11)
3 45.9241 (±1.91)
4 47.2163 (±1.01)

Table 4: Spread statistics when all influence factors are op-
erative

Case 3: In these simulations, all weights were set to 1/3,
thus giving each influence factor equal effect. The results
were as shown in Table 4:

Several conclusions can be drawn from the results given
above. First, it should be remembered that the efficacy of in-
jecting opinions in one type of the agent or another depends
on several things: 1) The inherent reach of the agent, i.e.,
how far can the agent itself disseminate opinions through
direct connections; 2) The types of agents that it connects
to, and their reach patterns; and 3) The chains of devotion
linking agents along the tree of connections rooted at the
injected agent. We currently do not have a detailed analy-
sis of these factors, but the results given above reflect their
combined influence.

First, we consider the effect of the influencing factors, f1,
f2 and f3, as determined by their weights. The results show
that:

• Influence spreads least when the first factor – f1, sim-
ilarity of opinion – dominates. Given the model used,
the mean initial similarity among any two agents is
about 0.11, giving an influence factor f1 = 0.0584.
Thus when the weights are set as (1, 0, 0) (first table,
column 1), any mismatched bit in a receiving agent
has only a 5% chance of being influenced. It is also
clear that, in this situation, the class of the injected
agent has virtually no effect.

• Influence spreads most when the third factor – f3, in-
herent receptiveness – dominates. This is because f3
is set to a high value (0.5) for all agents, so a receiving
agent has a 50-50 chance of changing a mismatched
bit. In this case, the class of the injected agent does
matter – probably due to differences in connectivity
and clustering.

• When relative devotion is the only factor affecting in-
fluence (first table, column 2), the spread is between
that seen in the other two cases, reflecting variation
in relative devotion across the network. Here too, the
type of agent matters, which is expected given the dif-
ferent distributions of relative devotion for each class.

Next, we consider the differences among agent types in
terms of their efficacy as points of injection. The following
effects are observed:

• Type 1 agents are of virtually no use in propagat-
ing opinions. This reflects their low connectivity, high
clustering coefficients, and, bove all, their mostly posi-
tive relative devotion values – prcluding them for being
influential even with the friends they do reach.

• On average, Type 2 agents are the most effective injec-
tion points for opinions. They have high connectivity
and low clusterng coefficients, indicating the ability to
spread opinions to many different parts of the network.
With relative devotion values near zero, they also have
significant influence (f2 near 0.5) over their large cir-
cle of friends. Interestingly, the advantage of Type
2 agents is affected most strongly by the strength of
the similarity factor (f1) in the process. We speculate
that this reflects the fact that most friends for Type 2
agents have devotion values near zero towards them,
while friends of Type 3 and 4 agents have mostly posi-
tive values (as implied by the mostly negative devotion
values of Type 3 and 4 agents themselves). Thus, Type
2 agents rely mainly on their reach and the inherent
influenceability of their friends rather than devotion
to convince others. When these factors are reduced,
Type 2 agents lose almost all of their extra influence,
while Type 3 and 4 agents can still rely on devition
(factor f2) to compensate somewhat.

• Type 3 and Type 4 agents have almost the same level
of influence in all situations. Both classes have high de-
gree and low clustering coefficients, so they can spread
quite broadly. Additionally, their own mainly negative
∆ values indicate their most of their friends have pos-
itive relative devotion towards them, so when w2 > 0,
their influence is boosted by this.

A full analysis of the effects of influencing factors and
agent types requires a much more detailed investigation,
both through more simulation cases and through analysis
of network connectivity patterns. Results from such inves-
tigations will be reported in the future.
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