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ABSTRACT
This research presents a novel decision-theoretic approach to con-
trol and coordinate multiple active (pan-tilt-zoom) cameras to achieve
high-quality surveillance. The decision-theoretic approaches pro-
vide robust mathematical frameworks that can model the interac-
tions between the active camera network and the surveillance en-
vironment. It offers advantage of planning optimal control deci-
sions for active cameras to achieve the desired surveillance task,
in presence of uncertainties like targets’ motion, location, etc. In
this work, we provide an overview of proposed framework in which
a surveillance tasks can be posed as stochastic optimization prob-
lems. Specifically we propose solutions for two novel problems/trade-
offs in active camera surveillance: (i) Maximizing the number of
targets observed in active cameras while maintaining the guaran-
teed resolution of these targets and (ii) Maximizing the number of
targets observed in active cameras while minimizing the location
uncertainty of the targets that are currently not observed in any of
the active cameras. By exploiting the structure and properties that
are inherently present in the surveillance problem, we have reduced
the exponential policy computation time to polynomial time. This
makes the decision-theoretic approach feasible for the surveillance
applications.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous; I.4.8
[Scene Analysis]: tracking; I.2.9 [Robotics]: Commercial robots
and applications, Sensors
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Surveillance and security, Robot coordination, Robot teams and
multi-robot systems

1. INTRODUCTION
The use of active cameras are becoming popular in surveillance

systems due to the improvements in smart camera technologies.
These cameras are endowed with pan-tilt-zoom capabilities which
can be exploited to: (i) provide high-resolution images of targets
for bio-metric analysis like face recognition, gait analysis, etc., and
(ii) dynamically configure the cameras to focus on sporadic region
of interests. In order to achieve effective real-time surveillance, an
efficient collaborative mechanism is required to control and coor-
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dinate these cameras’ actions which is the primary focus of this
research. Fig. 1 visualizes our grand vision of this thesis work.
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Figure 1: Multiple active camera coordination and control.
Controlling active cameras is a challenging and difficult task be-

cause: (i) there are inherent uncertainties in surveillance environ-
ment due to targets’ motion, location, etc., (ii) the number of targets
is much greater than the available number of cameras, and (iii) the
camera coordination framework should be scalable to increasing
number of targets. We address the above issues by proposing a
novel decision-theoretic multi-agent planning framework for con-
trolling multiple active cameras. To the best of our knowledge,
we are the first to propose a decision-theoretic framework for con-
trolling and coordinating network of active cameras. Decision-
theoretic approach models the interaction between active camera
network and the environment effectively. Some of the advantages
it offers in surveillance are: (i) provides mathematical models for
planning optimal control decisions in presence of uncertainties, (ii)
multiple high-level application goals can be modeled as mathemat-
ical objective functions, and (iii) scalability can be achieved by ex-
ploiting the problem structure. Specifically, we account for uncer-
tainty due to targets’ motion via probabilistic motion model of tar-
gets and location uncertainty via probabilistic observation model of
cameras. Scalability can be achieved by exploiting properties that
are inherently present in the surveillance problems.

There are few notable works [1, 3, 4], etc. that have been car-
ried out in the literature in controlling active cameras. These works
are based on some heuristic approaches which are tailored specif-
ically to their own objectives and cannot be modified to achieve
other objectives. These previous works have not accounted for the
uncertainty of targets’ motion and location in controlling the cam-
eras. In contrast, our approach is a generic mathematical frame-
work in which different high-level surveillance goals can be mod-
eled as low-level mathematical objective functions. All the previ-
ous works have serious drawbacks in scalability of number of tar-
gets, where as we exploit the properties of the surveillance problem
and achieve scalability of upto 50 targets in real-time [2]. This pa-
per provides an overview of the decision-theoretic framework for



controlling active cameras in surveillance applications (sec. 2) and
potential surveillance problems/trade-offs that we intend to solve
(sec. 3) as part of our thesis. Finally we discus how our thesis can
contribute to multi-agent community with future directions of our
research work (sec. 4).

2. PROPOSED FRAMEWORK
The proposed multi-agent framework consists of n active cam-

eras and m targets such that n � m. We have n � m because,
the problem becomes more challenging and realistic when there
are more targets that are to be observed by few active cameras. The
state of the system consists of the state of active cameras and the
targets: S = C×T . The state of active cameras is given by set C of
discretized pan/tilt/zoom values. The state of target is represented
by set of locations, directions and velocities: T = Tl × Td × Tv .
The physical state of the surveillance system has been discretized
into grid cells, such that the center of the cell represents the target’s
location. The set of actions A of active cameras are the respective
pan/tilt/zoom commands to move the camera to the specified state.
Since the targets are non-deterministic, the motion of the targets are
not affected by the actions. The transition model of the system has
been factorized into transition model of cameras and targets based
on the conditional independence assumption: transition model of
cameras is conditionally independent of transition model of targets.
The transition model of cameras is deterministic as these cameras
can move to their respective states accurately. The transition model
of a target is given by velocity-direction based motion model with
velocity and direction distributed normally. The observation model
of the cameras incorporates the noisy measurement of targets’ lo-
cation determined by the underlying view-geometry of respective
cameras. The objective functions are real-valued functions that rep-
resent the high-level surveillance goals. For example, observing m
targets in active cameras with predefined image resolutions can be
defined as follows:

R((T,C)) =
∑m

i=1 R̃((ti, C))

R̃((ti, C)) =

{
1 if location of target ti lies in fov(C),
0 otherwise;

where T and C represents the joint state of targets and cameras,
ti represents the state of ith targets and fov(C) represents the set
of target’s locations that are observed by the active cameras in a
predefined resolution. We compute optimal policy π∗(S) → A,
such that the action A ∈ A associated with the policy maximizes
the expected reward for the given state S ∈ S.

3. PROBLEM DESCRIPTION
This thesis focuses on solving interesting and challenging non-

trivial trade-offs in active camera surveillance:
• Maximizing the number of targets observed in active cameras

while maintaining the guaranteed resolution of these targets.
• Maximizing the number of targets observed in active cameras

while minimizing the location uncertainty of these targets.
The major challenges in addressing the above trade-offs are the
real-time policy computation and scalability to increasing num-
ber of targets. The first trade-off is due to the fact that increasing
the resolution of observing some targets through panning, tilting,
or zooming may result in the loss of other targets being tracked
in high-resolution. We had addressed this trade-off in our cur-
rent work in [2] by developing a Markov Decision Process (MDP)
framework in which the targets’ state is fully observable by hav-
ing static cameras. These static cameras obtains approximate 3D-
locations of targets (that are rounded-off to nearest discretized grid

cell), which is then used by transition function to predict next lo-
cations of targets. But, static cameras cannot observe targets in
high-resolution, which is our primary goal. So the active cameras
are controlled by MDP to maximize the expected number of ob-
served targets in high-resolution, based on predicted locations of
targets (i.e. distribution of locations of targets in next-time step).
We have exploited the conditional independence property in tran-
sition model and linearity property in reward function to reduce
the exponential computation time to polynomial time for greedy
policy. We were able to scale up to 50 targets in simulation with
on-line policy computation time of O(|A|m). We encourage the
reader to look into our real-camera demo video1.

The second trade-off is due to the fact that observing some of
the targets in active cameras will reduce the location uncertainty of
these observed targets, while increasing the location uncertainty of
the targets that are currently not observed by these cameras. This
is our on-going work where we are developing a Partially Observ-
able Markov Decision Process (POMDP) based planning frame-
work where the targets’ states are partially observable, i.e. we do
not have static cameras that can observe the targets’ location and
hence targets’ state are tracked in the belief space based on the ob-
servations from the active cameras. This model provides a realistic
camera controlling framework that can account for both targets’
motion uncertainty and location uncertainty.

4. FUTURE WORKS AND CONCLUSION
We have developed a novel decision-theoretic planning frame-

work for controlling active cameras in surveillance. We have ad-
dressed first trade-off in our current work [2] using MDP model and
currently developing a POMDP model to address the second trade-
off. Currently we are working on centralized architecture which
need to be expanded for very large active camera networks. In fu-
ture we intend to: (i) explore on decentralized multi-agent coordi-
nation approaches for controlling large network of active cameras
and (ii) develop an automatic way to choose respective objective
function to control the cameras based on the external surveillance
situation. Through this work in multi-camera surveillance, we hope
to (i) contribute to the theory of multi-agent system in terms of key
concepts like decentralized coordination, efficient planing, factored
MDP/POMDP model, etc. and also (ii) improve the practical sig-
nificance and public awareness of multi-agent system research.
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