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ABSTRACT
We introduce a new multiagent negotiation algorithm for
large and complex domains, called NB3. It applies Branch
& Bound to search for good offers to propose. To analyze
its performance we present a new problem called the Nego-
tiating Salesmen Problem. We have conducted some experi-
ments with NB3 from which we conclude that it manages to
decrease the traveling cost of the agents significantly, that it
outperforms random search and that it scales well with the
complexity of the problem.
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I.2.11 [Distributed Artificial Intelligence]: Multiagent
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1. INTRODUCTION
Previously proposed negotiation algorithms have mostly

focused on the utility space. They assume that given a util-
ity aspiration level it is always possible to find a proposal
that would fit that level. In this paper we focus on complex
problems for which these classical continuity assumptions
do not apply and thus solutions have to be found directly
at domain level. Also, we address a number of realistic as-
sumptions that make the application of current negotiation
algorithms unfeasible: the space of solutions is huge, utility
is non-linear and therefore difficult to calculate, the environ-
ment is only partially observable, decisions have to be made
within a limited time frame and solutions may involve many
agents, possibly human.

We introduce a new family of Branch and Bound algo-
rithms, namely NB3 (Negotiation Based Branch & Bound),
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that use negotiation as the key element in the exploration
of the joint space of solutions for multiple agents.

As far as we know there are no algorithms implemented
that are comparable with the work we present here. Most
work on negotiations involves very simple scenarios with
only two agents, a small space of solutions and linearly addi-
tive utility functions. Although non-linear utility has been
studied in for example [1] they still assume that the util-
ity is simple to calculate. The combination of search and
negotiation has been studied in [2], but they assume a medi-
ator that must be trusted and severely limits the freedom of
the agents, making it more useful for cooperative scenarios
rather than competitive ones. In [3] there is also search, but
once again with simple utility functions. In [4] it was sug-
gested to use genetic algorithms to explore the agreement
space, but no implementation or results were given.

2. NB3 BASIC CONCEPT
We assume a multiagent scenario in which each agent has

a personal cost function to minimize. Each agent has a set
of possible actions that it can execute in order to change the
state of the world into a new state for which its personal cost
function has a lower value. The result of an action depends
on the actions executed by the other agents, so they have to
negotiate over which joint plan of actions to execute. Their
interests are however conflicting: a certain world state might
yield low costs for one agent, but high costs for another
agent. The agents are assumed to be selfish: they are only
interested in minimizing their personal cost function. This
means that the agents must compromise: each agent should
propose plans that lower his own cost as much as possible,
but that at the same time lower the costs of the other agents
sufficiently to make them accept these plans.

We designed an algorithm, which we call NB3, to run on
such an agent. The other agents present might also run this
algorithm, or any other negotiation algorithm, or they might
be human, but that is irrelevant to us. NB3 applies a Branch
and Bound tree search to explore the space of all possible
plans under the above mentioned assumptions. Each node
in the tree represents a partial plan, and maintains a lower-
and upper-bound for the cost function of the agent as well as
an estimation of the lower- and upper-bounds of the costs of
all the other agents. Whenever for a certain node the lower
bound of one of the agents is higher than the reservation
value of that agent, that node can be pruned, because it



means that this partial plan can never yield a lower cost for
the agent than its reservation value. In order to determine
which nodes to expand, NB3 uses a heuristic that is based
on the offers that the other agents have made previously. In
this way, the search can be directed towards a solution that
is acceptable to all agents. For more details we refer to [5].

3. NEGOTIATING SALESMEN PROBLEM
To test the algorithm we have defined a new problem,

called the Negotiating Salesmen Problem (NSP). It is a vari-
ant of the Traveling Salesman Problem, but with multiple
salesmen, each only interested in minimizing its own path.

The idea is that there is a set of cities and a set of salesmen
and each city needs to be visited by at least one agent. There
is one home city where each agent should start and finish
its trajectory. Every other city is assigned to one salesman
that has to visit it. However, the salesmen are allowed to
exchange their cities amongst one another, so that the agents
can decrease the distances they have to travel. For example:
if a city v is assigned to agent α, but α prefers to visit
another city v′, which is assigned to agent β, then α will
propose β to exchange v for v′. If β however doesn’t want
v he will not accept this deal. And if no other agent wants
to accept v either, then α is obliged to travel along city v.
However, we impose the restriction that some cities cannot
be exchanged. The cities that can be exchanged are called
the interchangeable cities, while the cities that cannot be
exchanged are the fixed cities. Each agent therefore prefers
to visit cities that are close to any of his fixed cities.

4. EXPERIMENTAL RESULTS
We have implemented an agent that applies NB3 to the

NSP and conducted a number of experiments with this im-
plementation. Ideally, we should test our algorithm against
other negotiation algorithms but, as mentioned, we don’t
know of any such algorithm that could handle the hard con-
ditions we are considering.

Note that comparing the algorithm against existing search
algorithms will not work, since they do not apply negotia-
tion. Pure search algorithms might find the most selfish
solution, or the socially optimal solution, but are not able
to find the best compromise between these two extremes,
given the offers made by other agents. Moreover we do not
claim that our search algorithm is better than any existing
search algorithm, we only claim that we have made the first
algorithm that successfully combines search and negotiation
in large and complex agreement spaces.

In order to do useful experiments anyway, we have tested
the algorithm against a simplified version of itself that ex-
pands the search tree randomly, i.e. without using smart
heuristics. Also we have done some tests in which all agents
were running NB3 and repeated these tests with different
problem sizes to see how the algorithm scales. Finally we
have compared the results with the socially optimal solution.

For any agent we determined a score by comparing its
path length after negotiations with its path length before
the negotiations. So if an agent scores for example 40%
it means that its final path length was 40% shorter than
its initial path length. The scores presented here are each
averaged over all agents and 25 problem instances.

From the results we can conclude that our algorithm sig-
nificantly outperforms random search. In the NB3 vs. ran-

dom search experiments the NB3 agents were able to de-
crease their path lengths by 30%, while the random search
agents did not score higher than 10% to 20% depending on
the number of NB3 agents present.

From the experiments with varying complexity of the NSP-
instances we conclude that NB3 scales very well with increas-
ing complexity. When increasing the number of agents from
6 to 16 while holding the number of interchangeable cities
per agent fixed at 10, the results stay stable between 25%
and 30%. Increasing the number of cities per agent from 6
till 16 while holding the number of agents fixed at 10, the
average score decreased from 38% to around 25%.

It is impossible for all the agents to decrease their path
lengths with 100% because that would mean they are not
traveling at all anymore. Therefore we also compared the
results with the length of the paths of the socially optimal
solution, and it turned out that the agents are able to de-
crease their costs by 65% relative to the social optimum (so
0% indicates no decrease of path length, while 100% indi-
cates the agents have reached the social optimum). Note
however that NB3 was designed for selfish agents, and not
for agents that want to reach the social optimum. Therefore,
even if the social optimum is found by some of the agents,
they might not propose it because they might try to reach
more selfish solutions.

5. CONCLUSIONS
We have developed a new algorithm that successfully com-

bines search with negotiation under hard, realistic condi-
tions. We applied it to the Negotiating Salesmen Problem
and conclude that its results are significantly better than
random search and scale well with increasing problem size.
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