
An Empirical Study of Trading Agent Robustness

(Extended Abstract)

Shai Hertz
Tel Aviv University

shaihertz@tau.ac.il

Mariano Schain
Tel Aviv University

marianos@tau.ac.il

Yishay Mansour
Tel Aviv University

mansour@tau.ac.il

ABSTRACT

We study the empirical behavior of trading agents partici-
pating in the Ad-Auction game of the Trading Agent Com-
petition (TAC-AA). Aiming to understand the applicability
of optimal trading strategies in synthesized environments to
real-life settings, we investigate the robustness of the agents
to deviations from the game’s specified environment. Our
results indicate that most agents, especially the top-scoring
ones, are surprisingly robust. In addition, using the game
logs, we derive for each agent a strategic fingerprint and
show that it almost uniquely identifies it. Finally, we show
that although the Machine Learning modeling in TAC-AA
is inherently inaccurate, further improvement in modeling
accuracy is likely to have only a limited contribution to the
overall performance of TAC-AA agents.
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1. AGENT’S ROBUSTNESS
The Ad-Auctions (AA) game in the yearly Trading Agent

Competition (TAC) presents a sponsored search scenario
that employs an ad auction mechanism and a structured
model of users [2]. Competitors in this game implement re-
tailers that aim to maximize their profit through the use
of sponsored search advertising. The competing agents are
developed to take advantage of various features of this syn-
thetic environment. Ad-Auctions games have been held
since 2009, and in the course of time the agents improved
their performance by employing complex techniques and strate-
gies [4, 1, 5].

The TAC setting facilitates research of agent strategies in
a multi-agent competitive environment. Furthermore, it can
be used to draw more general conclusions about ad-auction
mechanisms and sponsored search [3]. A key motivation
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of this paper is therefore to show that the TAC-AA game
achieves this purpose, and we do so by establishing the ro-
bustness of the top performing TAC-AA agents: By testing
whether the agents can adapt to a different environment
and still perform well, as expected from agents in a real
world. To that end, we modified the game parameters and
tested the effect of this modification on the performance of
some recent TAC-AA agents. We show that although (as ex-
pected) most of the agents are tailored to the specific game
parameters, the top performing agents exhibit robustness
and perform well even when the parameters are changed.

In order to assess the robustness of TAC-AA agents, we
ran several experiments in which we varied some of the game
parameters (without revealing this fact to the agents) and
ran a standard 48-game competition in each new setting:
We modified the user model (i.e. user state transition prob-
abilities), the click-through rate range, the conversion rate,
the number of ads (specifically, we simulated a display-ad
setting by reducing the number of advertising slots from 5
to 1), and the population sizes.

For each experiment, we compared the score of each agent
to its score in a benchmark competition, and noted the dif-
ference in the agent’s position. We ran t-tests with 0.95
confidence level to find the statistical significance of this dif-
ference. We also compared the median score in each exper-
iment to the median score of the benchmark competition,
in order to understand the general effect of the changes we
made.

Our experiments show that most of the TAC-AA agents
adapt well to different settings, despite being optimized to
the exact game parameters. The top performing agents of
TAC-AA - TacTex, Schlemazl and tau11 - are rather robust
to most changes, but when the setting is changed drastically,
as in the last two experiments, their performance deterio-
rates. This robustness result is somewhat surprising, since
one could expect that the top performing agents in the TAC-
AA would be more optimized to the exact game parameters
and thus will be more affected by changes in these parame-
ters. However, the experiments show that most agents are
less overfit to the game parameters than expected.

2. AGENTS BEHAVIORAL IDENTIFICATION
Another objective of our research is to define a strategic

fingerprint of a TAC-AA agent and characterize its behav-
ior. To achieve this objective, we define several observable
attributes (such as average ad position, standard deviation
of daily profits, quary distribution of impressions, and more)
that are calculated from the game logs for each agent in each
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game, and we incorporate them into an attribute vector we
call a strategic fingerprint.
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Figure 1: The Strategic Fingerprints of TAC-AA 11 finalists,
projected on the 2 most principal components

To visually illustrate the strategic ranges of different agents,
we used Principal Components Analysis (PCA) and pro-
jected the agents’ vectors on the first 2 components. The
result is shown in Figure 1, and we can see that each agent
maintains a slightly different zone. To demonstrate agent
identification using its strategic fingerprint, we used a sim-
ple 3-Nearest Neighbor model that classifies agents based on
their strategic fingerprints. The error rate of this model was
5.9%. Most of the errors of the model are due to a specific
agent, Mertacor, whose strategic range is rather wide, while
the other agents are more accurately classified.

Since each agent has a typical range of strategic finger-
print vectors, we conclude that our strategic fingerprints
model well the behavior of TAC-AA agents. We show that
this strategic fingerprint not only identifies agents with high
precision, but is also well correlated with their profit. In ad-
dition, it reflects the vulnerability of simple log anonymiza-
tion, and demonstrates that it can be overcome using simple
Machine Learning (ML) tools.

3. MACHINE LEARNING
TAC-AA agents employ different Machine Learning tech-

niques trying to estimate different game parameters and
states, and perform well in the game despite the fact that
the ML models used are inaccurate. Our third goal was to
estimate the benefit that agents can obtain from improving
their Machine Learning components, that is, the potential
score improvement that can be achieved by using more ac-
curate models. To that end, we modified the game server
so it will send to one of the agents some of the unobserv-
able parameters the agents try to learn, so this agent has a
perfect knowledge of them. Specifically, we revealed in one
experiment the Cost Per Click (CPC), click-through rates
(CTR), and effective number of impressions. In a second

experiment we revealed user distributions over states. This
information obviates the need for certain ML models, and
in fact simulates the use of perfect models (For example,
to assess the user distribution over states our original agent
uses a Nearest-Neighbor classifier that has a 25% error rate),
Hence, these tests enable us to assess the additional profit
one could hope to gain by improving these ML models.

Our results indicate that even though the Machine Learn-
ing models are inherently inaccurate, eliminating their error
rates completely has only a minor effect on the performance
of the agent: In each of the settings above, the informed
agent’s average score improvement was insignificant. How-
ever, when both information sets were revealed the agent’s
performance was improved by 5%, an improvement which is
statistically significant (p < 0.05). This result is somewhat
surprising when considering the minor effect that each set of
information had by itself. It seems that improving only one
model has little contribution, but having perfect models in
both domains is more significant. The results of these three
experiments suggest that improving the accuracy of the ML
models employed in TAC-AA has a limited contribution to
the final result. Apparently, the high error rate of the ML
models does not lead to impaired performance, and this error
rate is somehow overcome during the optimization process
of the agent. Presumably, the estimation process in the real
world is even harder than in the limited setting of TAC-AA.
However, our findings suggest that top performance may be
achieved by trading agents even in the absence of accurate
estimation.
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