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ABSTRACT
As argued by [9], moral decision making entails considering
alternatives and assessing the pros and cons of their possible
consequences for self and others. From the area of affective
neuroscience the concept of moral emotions has been intro-
duced [9] and neurobiological findings [7] show that moral
emotions are used to judge the adequacy of actions and are
central to moral behavior, decision making and learning. My
aim is to build a computational model for moral emotions
in order to enable intelligent agents [2] to understand moral
consequences of actions through moral emotions. The agent
is able to compare alternative scenarios and to decide what
course of actions and goals to pursue in order to show a
morally driven behavior. Moral emotions are useful when
the agent is engaged in a social interaction with a user or
other agents, because (i) moral emotions may lead the agent
towards the compliance with (shared) moral values (ii) the
agent is equipped with moral emotions which make her po-
tentially emphatic to others.
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1. MORAL EMOTIONS
Based on [9, 13] we argue that moral emotions are com-

plex emotions involving cognitive processes. Given [9], we
identify the following moral emotions : Pride, Self-reproach,
Reproach, Admiration, Gratification, Gratitude, Anger and
Remorse. In the field of Artificial Intelligence, we observed
an increased interest in studying computational models of
emotions; many computational models have been modeled
[12], but few of them take into consideration moral emotions.
EMA (EMotion and Adaptation) [10] considers Joy, Dis-
tress, Guilt, Anger, Hope and Fear as emotions. FLAME [8]
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(Fuzzy Logic Adaptive Model of Emotions) and EM (Emo-
tion Model) [14] take into consideration moral emotions but
they don’t provide a independent process to derive them and
don’t enable the agent to understand the moral consequences
of her actions. For example, in FLAME, the problem of de-
riving the evaluation of actions is overcome through the user
feedback on actions via a learning algorithm.
In [4] we defined an independent approach to derive moral
emotions. Our work is based on appraisal theories, in which
emotions arise from the evaluation of a situation according
to some appraisal variables defined in the theory itself. The
evaluation of actions is a core concept for the generation
of moral emotions. In our model, the agent evaluates the
moral consequences of her actions with respect to moral val-
ues. Moral values are enclosed in a BDI agent [2]: our agent
features a set of moral values organized in a scale of values
and she is constrained to respect them [16]. Each value is
associated with a set of conditions; when one of the con-
ditions holds in the state of the world the value is put at
stake, otherwise the value is in an equilibrium state. An
action is a right moral action if it re-establishes a value at
stake while it is a bad moral actions if it puts at stake a
value. Through the independent appraisal of actions, we
enabled the agent to have a moral dimension and to un-
derstand the moral consequences of her actions (and other
agents’ actions) in a domain-independent way. Note that,
we related the praiseworthiness and blameworthiness of an
action with the compliance with moral values.

2. MORAL VALUES AND CONFLICTS
In [1] we fashioned an architecture for virtual characters

able to face off a moral dilemma. Values are used as a moti-
vation for the agent: when the agent realizes that one of her
values is put at stake, she forms a value-dependent goal with
the aim of re-establishing the value at stake. In the reasoning
cycle, during a phase called deliberation phase, the agent has
to choose what goal she wants to commit to. We based the
agent’s choice on expected emotional reward utility of plans
that the agent forms to achieve her goals. We only consid-
ered Pride and Self-reproach in the deliberation phase and
we left out the generation of emotions because the focus is on
representing and detecting moral dilemmas. When the char-
acter is in a moral dilemma [11], she has to choose between
different values that are incompatible to each other and one
of them must be sacrificed. We explicated the concept of
moral dilemma as a chiasmus conflict between plans: two
plans π1 and π2 are in conflict if the plan π1 re-establishes
a value vi and puts at stake a value vj while the plan π2 re-
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establishes a value vj and puts at stake a value vi. When two
plans are in conflict, the probability of bringing the value in
an equilibrium state is set to zero, due to the fact that they
are incompatible to each other [11, 16] and the agent feels
strong emotions.
In [6] we extended the architecture in order to include indi-
vidual selfish goals (not only value-dependent goals as in [1])
and a generation phase for emotions. We also defined inde-
pendent rules for the generation of Joy and Distress emo-
tions, necessary to model moral compound emotions. Fol-
lowing the work in [14], we based the evaluation of events
on goal processing. Given the agent’s goals, the expected
reward of the plans, devised to achieve them, is calculated
by taking into consideration the potential for Shame, Pride,
Joy and Distress emotions. The expected reward utility of
plans is based on a conflict between plans: a plan can achieve
a goal gi, threaten another goal gj , re-establish a value at
stake vn or put at stake a value vm. Conflicts are not mod-
eled in an explicit way as in [1], they are hard-wired in plans.
Consequently, the agent doesn’t detect moral dilemmas in
an explicit way. After the agent chooses the goal she wants
to commit to, she executes one action of the plan, then she
monitors the world to perform the emotional appraisal ac-
cording to domain-independent rules defined in the model.

3. FUTURE WORK AND IMPROVEMENT
By now, the model starts to sound implementable and we

intend to evaluate the generation of moral emotions with a
real implementation. My next steps are: (1) unify the work
on moral dilemmas [1] to include a conflict detection phase
also in the agent’s reasoning cycle presented in [6] so that
the agent is able to detect conflicts between plans, to un-
derstand the consequences of her actions and to cope with
moral conflicts through emotion deliberation; (2) choose an
application domain to evaluate the model and, consequently,
a method of evaluation; (3) include mood and decay func-
tions of emotions and (4) implement a consequent model of
emotions to cope with moral conflicts.
Conflict detection between plans has a high computational
cost and we assume a continuous planner in which abstract
actions are considered and detailed out during the execution
of the plan as in [3]. This solution allows simplifying the task
of prospect reasoning, but comparison between plans to de-
tect conflicts as in [1] still remains a hard task. A solution
can be inspired by works on conflict between plans [15] and
goals [17]. For example, we can attach a procedural and
declarative knowledge to goals as in [17] or use external pro-
cedures, called Semantic Attachment, in order to compute
the valuations of state variables at planner run-time as in
[5].
In conclusion, my thesis aims to develop agents with a moral
dimension that are able to deal with moral conflicts and to
participate in dynamic social environments, in which agents
can be engaged in social interactions, showing a proper moral
dimension that drives their behavior. For example, such a
model can be employed in an empathetic virtual agent that
interacts with the user to understand what action can be
appraised as beneficial (or harmful) by the user. Finally,
the model can be employed in interactive entertainment ap-
plications, in which the engagement of the user is increased
through moral dilemmas.
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