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1. INTRODUCTION
The goal of our research is to understand and model the effects of

inter-agent variation in adaptively building and maintaining a back

up pool of agents in multiagent systems (MAS). Redundancy is

important in maintaining system stability during pertubations. We

consider a decentralized MAS to which tasks are assigned. Specif-

ically, we consider tasks in which agents gain experience by per-

forming the tasks, and where past experience improves future per-

formance. We refer to redundancy as the presence of a pool of extra

agents with work experience.

The motivation for our research is drawn from how we, as hu-

mans, build a back up team of workers with experience. Consider

the following example of a football team. The gameday roster con-

sists of 45 players of whom eleven play at any given time. Let it be

the case that the team has eleven best players. The team achieves

best performance each time it plays with these eleven. If, unfortu-

nately, one or more members of this best team are unable to play,

then the team no longer has the best performance. However, loss of

a team’s performance is seldom seen due the presence of the back

up players with experience for the eleven best players. Thus, the

presence of back up players with experience contributes to main-

taining team performance.

The key to our investigation is balancing performance versus re-

dundancy, that is, balancing the optimization of team performance

versus the creation of a back up pool. When the best players al-

ways play, the team performance is at its best. The team, however,

is unstable without the back up pool during perturbations. When

the players in the back up pool play, the back up players gain expe-

rience. The team, however, is not capable of best performance. We

investigate a method that uses inter-agent variation to balance the

team performance and system redundancy.

We assume a response threshold-based MAS [1]. Each agent has

a threshold at which it responds to a task’s stimulus. Agents with
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lower thresholds are more likely to respond to a task’s stimulus

than agents with higher thresholds. If lower threshold agents are

the only ones that respond to a task (like the best players always

playing), then there is little room for forming a back up pool of

agents. In order for the lower threshold agents to not always act,

we introduce response probability [3], an inter-agent variation, to

the response threshold MAS. In this model, agents choose to act or

not to act when their response threshold is met based on response

probability.

In this research abstract, we discuss the current state of our re-

search with reference to the modeling and formal analysis of the re-

sponse probability model. The specific areas that we investigate are

the use of response probability as a tunable parameter for balancing

team performance and system redundancy, the effects of response

probability when multiple tasks are assigned to a MAS, and finally,

the applications suitable for using the response probability model.

2. CURRENT STATE OF RESEARCH
We test the response probability model on a decentralized task

allocation problem. We assume a response threshold-based MAS

consisting of n, n > 1 agents. We assume a task assigned to the

MAS. The task requires x, 1 ≤ x ≤ n, agents to work on it. The

agents gain experience when they work on the task. An agent’s

performance improves with experience. Based on the variations in

the agents’ response thresholds, there exists an implicit ordering of

agents (from the lowest to the highest) for the task. We introduce

response probability s, 0.0 ≤ s ≤ 1.0, with which agents act when

their response threshold is met.

An agent can be in one of three states. In the inactive state, the

agent does not work on the task. When an inactive agent’s response

threshold is met, it gains an opportunity to act and transitions to the

candidate state. When in the candidate state, an agent can choose

to act with probability equal to response probability. If an agent

chooses to act on a task, then it transitions to the actor state. When

x actors are obtained, a response team is formed.

In the response threshold model, where agents always act when

their response threshold is met, the response team consists of only

the first x agents (the best players). Over multiple task occurrences,

the number of agents with experience is exactly x. With the addi-

tion of response probability (0 < s < 1.0), where agents may

not always act when their response threshold is met, the response

team consists of agents beyond the first x agents. Over multiple

task occurrences, the number of agents with experience is at least

x, since the same agents may not always act [2]. Using Chernoff

inequality, we have shown in [4, 5] that a response team is always

formed when s > x

n
and most surely not formed when s < x−1

en
.
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Given the implicit ordering of agents for a task, a back up pool of

cx, c > 0, agents should consist the cxth agent. Using Chernoff

inequality, we have shown in [4, 5] that a back up pool will con-

tain the cxth agent with constant probability when s ≤ 1

ec
and will

almost certainly not contain the cxth agent when s > 1

c
.

We have empirically verified our formal predictions with agent-

based simulations. We present and analyze a simple application

in [2]. In this application, when an agent performs a task, the

time taken to complete that task decreases, and therefore, the one

with the most experience is the one that can complete the task the

fastest. We show that when agents act with low response prob-

ability, the size of the back up pool increases, and when agents

act with high response probability, the size of the back up pool de-

creases. We compare the performances of two systems when agents

are removed, where one is with response probability and the other

is without response probability. We find that at low response prob-

ability values, the system without response probability has better

performance due to windowing effect (see [2]), and at high response

probability values, the system with response probability has better

performance. We have shown for a MAS that is assigned one task,

response probability can be used to achieve both team performance

and system redundancy. For further discussions, interested readers

are also referred to [5].

3. EXTENSIONS
We are investigating the extension of the response probability

model to the case where multiple tasks are assigned to a MAS.

The extension presents unique challenges for formally analyzing

the response probability model. Though somewhat inter-related,

we have categorized the challenges into those that are specific to

the tasks and those that are specific to the MAS. We illustrate these

challenges in this section.

We first present challenges due to the specifications of the tasks

assigned to a MAS. Consider the case where two concurrent tasks

are assigned to a MAS consisting of n agents. The first and the sec-

ond tasks require x1 and x2 agents respectively. Since the formal

prediction for s values for team formation is a function of x and

n in the single task case, the expectation is to extend the formal

prediction in terms of x and n for the two tasks case. Given the

possibilities of x1 + x2 < n, x1 + x2 = n, and x1 + x2 > n,

the bounds for s that ensure team formation with a high probability

will vary accordingly.

We next present challenges due to the response threshold-based

model of the MAS. Again, we consider the case where two con-

current tasks are assigned to a MAS consisting of n agents. Each

agent now has two response threshold values, one for each task.

Therefore, there are two implicit orderings of agents, one for each

task. Given the two orderings, there exists k

n
probability that the

same k agents are present (at same or different positions) in the

first k positions in both orderings. Given that the tasks are con-

current, an agent acting on one task cannot act on another task at

the same time. Therefore, depending on the tasks’ requirements, if

x1 + x2 ≥ n, then there is a constant probability that one of the

teams will not be formed.

Using the two tasks example we see that as the number of tasks

increase, the variations in the tasks’ requirements will increase ex-

ponentially. Also, as the number of tasks increase, the overlaps

among the tasks’ orderings and the requirements of the task taken

together will affect generalizing the formal bounds for the s values

that ensure team formation and redundancy.

We are investigating applications that are expected to benefit

from the use of the response probability model. We believe that an

application with the following characteristics will benefit the most:

(1) the application should require only a subset of agents to act and

does not fail if agents do not act, (2) the application should occur

more than once and provide for agents to act and gain experience

based on their response threshold values, (3) the application should

provide for measuring individual agent performance and team per-

formance.

4. CONCLUSION
In our research, we study the effects of adding a response prob-

ability to the behavior of agents in a response threshold multiagent

system and how this mechanism may be used to dynamically adapt

the level of redundancy in the MAS. We are interested in prob-

lems in which past experience on a task affects (benefits) an agent’s

future performance on that task. In such problems, redundancy

in the form of extra agents with experience can lead to greater

team robustness in the face of loss of agents. Response probabil-

ity then allows us a parameter for adjusting the balance between

using the most experienced agents to obtain optimal performance

versus building redundancy by giving less or inexperienced agents

opportunities to gain experience. We present a formal analysis of

the response probability model, discuss the challenges and avenues

for application.

In summary, we propose the use of a probabilistic response in

agent decision making as a way to balance the optimization of a

system’s performance versus a system’s need for robustness via re-

dundancy. Our method, though simple, provides an elegant and

powerful way to tune this balance and build robust and adaptable

teams.
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