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ABSTRACT
This paper aims to motivate the impact of personality on
essential elements of the behaviour of agents (e.g. decision-
making processes, emotions, moods, or coping strategies).
We show that available works on agent behaviour and works
that investigate the nature of emotions are somewhat discon-
nected and that bridging this gap is able to further our ef-
forts in conceptualising human behaviour in software agents.
We argue that such a connection requires a formalisation
that specifies the concept of personality and the concept of
decision-making processes jointly.
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1. MOTIVATION AND PROBLEM
Over the last years, the agent community presented sev-
eral approaches to bring emotions to artificial agents. Avail-
able solutions reach from modelling and applying emotions
to (completely axiomatised) logics of emotions. Yet, when
looking into a similar branch of behaviour-engineering, that
is to say those works that aim to conceptualise an agent’s
personality, it becomes obvious that there is actually little
connection between personality models and models for emo-
tions (except works that build these connection discussing
architectural considerations from the software engineering
perspective). The lack of personality concepts in works on
emotions is striking and surprising at the same time—Is it
not that our personality affects our emotions and deter-
mines our entire behaviour? Ozer and Benet-Mart́ınez [9]
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argue that personality is indeed a significant factor for hu-
man behaviour and determines the individual outcome of
essential behavioural processes, e.g. cognition and emotional
reactions.

Furthering this opinion, we present our approach to in-
tegrate the impact of personality into an agent’s decision-
making processes and outline how such integration can be
formalised and implemented. Thus, introducing the first
step towards the integration of personality and emotions in
agents. Using this implementation we were able to show
that different personalities indeed cause variations in the in-
terpretation of inputs, the decision-making process, and the
generation of outputs.

2. PERSONALITY
Human factor psychology describes a human’s personality
by means of traits or types. What these approaches have
in common is that traits or types are characteristic fea-
tures of human beings, and that the human’s behaviour
and motives can be explained along these behavioural pat-
terns. Today, there are two well-established theories about
human personality, namely: the Five-Factor Model of per-
sonality [7] and the Myers-Briggs Type Indicator [8]. We al-
ready discussed [1] the differences between both approaches
and showed [1] that psychologists commonly favour the for-
mer as a conceptual framework for describing personality.

3. PERSONALITY AND LOGIC
Although there are several works on personality in agent-
based system (cf. [10]), we are not aware of any approaches
that formalise this concept. The development of such for-
malism, however, is motivated by an on-going discussion be-
tween psychologists, about the existence and definition of
personality traits. Yet, this discussion all too often leads to
subjective explanations of fundamental terms. The agent-
community, on the other hand, requires clear definitions
and semantics in order to develop executable models. For
this reason we decided to include the concept of personality
into an established and formalised agent-behaviour concept,
namely Belief Desire Intention logics, (or short, BDI logics
see e.g. [12]).

Our approach is based on the ‘Logic Of Rational Agents’.
LORA is a multi-modal, branching-time logic of Belief, De-
sire, and Intention presented by Wooldridge [12, pp. 69].
We minimally extend the syntax and semantics of this logic
by a new modal connectivity, representing the personality of
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an agent and thus establish the foundation for a complete
formalisation of concrete personality traits, which we aim to
develop in the future.

In order to define the semantic of the personality, we
apply the same argumentation as Wooldridge [12, pp. 74]
provided when introducing the Bel, Des, Int modalities.
Consequently, the personality of each agent is given by the
personality modality Per, which, for itself, is characterised
using the function P, which is defined as follows:

P : DAg → ℘(W × T ×W ). (1)

The function P is also referred to as ‘personality accessibil-
ity relation’. In more detail, the function can be used to
determine the set of worlds, which is accessible for an agent
i in a specific situation 〈w, t〉, where w ∈ W and t ∈ T . We
define this as follows:

Pw
t (i) = {w′|〈w, t, w′〉 ∈ P(i)} (2)

For the semantics of state formulae in LORA this implies a
new rule, which is defined by 〈M,V,w, t〉 |=S (Per i ϕ) iff ∀w′

∈ W , if w′ ∈ Pw
t (JiK), then 〈M,V,w′, t〉 |=S ϕ. As well as

the D and I relations, P is assumed to assign agents serial
relations and to satisfy the world/time point compatibility
property. In more detail, this means, that ‘if a world w′ is ac-
cessible to an agent from situation 〈w, t〉, then t is required to
be a time point in both w and w′’ [12, p. 74]. Formally spec-
ified, this means that w′ ∈ Pw

t (i) implies t ∈ w and t ∈ w′.
Moreover, it is ensured that the personality modality has a
logic that corresponds to the normal modal system KD [3].
Given the new modality, the extended model is a structure
M = 〈T,R,W,D,Act, Agt,B,D, I,P, C,Φ〉, which can be
used to reason about the effects of a personality.

4. PERSONALITY AND ALGORITHMS
We implemented such a model by means of AntMe!1, an
agent-based simulation framework, which provides a com-
pletely adaptable test-bed for behavioural studies. Despite
the fact that we simulated ants, we were able to show that
personality affects all relevant phases of the decision-making
processes. To accomplish this, we extended the different
phases of the life-cycle of BDI agents by integrating per-
sonality as influential characteristic. As an example, the
trait conscientiousness strongly influences the goal-driven
behaviour of an agent, whereas the trait extraversion in-
fluences the agent’s preference to interact with others. To
substantiate this interpretation, we used works of different
authors that investigate the relation between personalities
and behaviour types (cf. [5, 11]). We also used results from
experiments that examined the impact of personalities on
specific stages of the decision cycle (e.g. effects on coping
strategies [4] or effects on information processing [2]). A
detailed discussion of the influences using the example of a
naive BDI algorithm can be found in prior work [1].

Taking the experimental results into account we can state
that the parameters we added to the BDI life-cycle can be in-
terpreted as personality traits and the resulting behavioural
change of the agents can be interpreted as personality. In ad-
dition, we were able to show that different personality traits
affect the result of the simulation and that certain personal-
ities are better suited for particular tasks than others. This
extends available work [6] on this topic to the complete set of

1Further information: http://www.antme.net/.

personality traits available through the Five-Factor Model.
We also demonstrated that such parameters can influence
the behaviour of agents in a domain independent way and
that one subject to research is the task-dependent interpre-
tation of the effect of a personality. Finally, our experiment
confirmed the findings of Salvit and Sklar [10] with respect
to the Five-Factor Model. Namely, that the interpretation of
the parameters as personality traits results in (personality-
)consistent behaviour of agents.
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How our personality shapes our interactions with
virtual characters — implications for research and
development. In J. Allbeck, N. Badler, T. Bickmore,
C. Pelachaud, and A. Safonova, editors, Intelligent
Virtual Agents, volume 6356 of Lecture Notes in
Computer Science, pages 208–221. Springer, 2010.

[12] M. Wooldridge. Reasoning about Rational Agents.
Intelligent Robotics and Autonomous Agents. The
MIT Press, July 2000.

1692




