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ABSTRACT
My main research motivation is to develop complete au-
tonomous agents that interact with people socially. For an
agent to be social with respect to humans, it needs to be able
to parse and process the multitude of aspects that comprise
the human cultural experience. That in itself gives rise to
many fascinating learning problems. I am interested in tack-
ling these fundamental problems from an empirical as well
as a theoretical perspective. Music, as a general target do-
main, serves as an excellent testbed for these research ideas.
Musical skills - playing music (alone or in a group), analyz-
ing music or composing it - all involve extremely advanced
knowledge representation and problem solving tools. Creat-
ing “musical agents” - agents that can interact richly with
people in the music domain - is a challenge that holds the
potential of advancing social agents research, and contribut-
ing important and broadly applicable AI knowledge. This
belief is fueled not just by my background in computer sci-
ence and artificial intelligence, but also by my deep passion
for music as well as my extensive musical training.

1. BACKGROUND
In recent years, the application of algorithmic tools in

cultural domains has become increasingly prevalent. An
interesting example is Sisley the Abstract Painter [11], a
project designed to algorithmically emulate modern paint-
ings of varying abstraction levels, given an input photo-
graph. Another recent example uses visual recognition tools
to study what makes the architectural styles common to
different cities distinctive [4]. Focusing on music, comput-
ers have accompanied both the creation and the analysis of
music almost since they first came into existence. The fa-
mous composer Iannis Xenakis used computers in the early
1960s to generate numerical patterns, which he later tran-
scribed into sheet music. A decade later, the renowned com-
poser and conductor Pierre Boulez founded IRCAM (Insti-
tut de Recherche et Coordination Acoustic/Musique), where
composers, computer scientists, and engineers study mu-
sic and sound and new tools for creating electro-acoustic

Appears in: Proceedings of the 14th International
Conference on Autonomous Agents and Multiagent
Systems (AAMAS 2015), Bordini, Elkind, Weiss, Yolum
(eds.), May 4–8, 2015, Istanbul, Turkey.
Copyright c© 2015, International Foundation for Autonomous Agents
and Multiagent Systems (www.ifaamas.org). All rights reserved.

and computer-generated music. Two decades after, David
Cope would use statistical models to try and emulate clas-
sical composers [3]. Another important body of work in the
application of learning and computational tools in music in-
volves the music information retrieval (or MIR) community.
Over the last decade, many researchers have applied compu-
tational tools to carry out tasks such as genre identification
[2, 9], music summarization [5], music database querying [8]
and melodic segmentation [10].

2. PROPOSED RESEARCH
My main long-term goal is the creation of large-scale au-

tonomous social agents. Specifically, I aim to create musi-
cal agents, i.e., computational entities capable of high level
musical reasoning. To achieve this goal, several crucial sub-
problems must be dealt with. Such sub-problems include
(but are not limited to) a) “parsing” music intelligently (seg-
menting, annotating and representing musical knowledge);
b) using parsed musical segments to analyze given music
and to identify previously observed traits in new examples;
c) learning to identify similarities and disparities between
two given pieces; d) being able to analyze structure and the-
matic material organization in given pieces; e) combining
observations to identify periods, genres and personal styles;
e) modeling and predicting aesthetic preferences; f) Model-
ing/quantifying aesthetic value and or information rate (or
surprise); g) being able to perform music intelligently.

Thus far, most examples in the literature only tackled one
or two of these issues at a time, and indeed it’s unlikely that
all of these sub-problems could be fully resolved within the
scope of a single Ph.D. thesis. It is my goal however to ad-
dress all of them to a level that’s sufficient for the generation
of a complete, functioning agent, and delve more deeply into
the problems that are more crucial for the establishment of
an agent framework.

Finally, such an agent should be tested on their ability
to interact meaningfully with humans and other agents in a
musical setting. Examples of such meaningful interaction in-
clude intelligently assigning significance to musical cues, be-
ing capable of identifying the taste of an interacting person
and respond appropriately, or the ability to cooperate with
people and other agents in musical improvisation and the
creation of new music altogether. If successful, my research
will contribute to various applications, such as improving
adaptive music recommendation, intelligent computerized
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musical accompaniment, and natural human-computer in-
teraction.

3. ONGOING WORK
My main long-term goal is the creation of large-scale au-

tonomous social agents. As part of my current research to-
ward this goal, I have tackled several related issues. I will
now briefly survey three of them:

3.1 Learning Representative Sets
One of the most basic issues one comes across when trying

to analyze large quantities of musical data is the intractabil-
ity of comparing large music corpora. If one wishes to com-
pare and analyze two bodies of work, one needs to first find
an efficient way to represent them. Such representation has
to be sparse enough to minimize redundancy, but also rich
enough to capture nuances. For these purposes, clustering
musical segments by similarity and selecting a representative
from each cluster would be a natural approach. However,
existing clustering techniques present various challenges in
the context of the representative selection task. These chal-
lenges are even greater when dealing with non-metric data,
such as musical segments, where only a pairwise similarity
measure exists. In collaboration with Prof. Peter Stone and
Prof. Benny Chor, I’ve compared various approaches for
this problem and analyzed it theoretically. In a forthcoming
submission, we discuss some of these results and present δ-
medoids, a novel algorithm for the representative selection.
The key insight of δ-medoids is that it first adaptively se-
lects a representative set that sufficiently covers the data,
and then iteratively attempts to improve this set until it
reaches convergence. We show that the algorithm performs
well on musical data. We also show it works well in another
empirical domain - motion analysis for simulated robotics.

3.2 Autonomous Playlist Generation through
Reinforcement Learning

A specific domain in which intelligent agents, music anal-
ysis, and preference elicitation connect is in the construction
of musical recommender systems. To the best of my knowl-
edge, most of these systems focus on predicting the prefer-
ence of individual songs independently based on a learned
model of a listener (see [6, 1, 7], for example). However, a
relatively well known fact in the subfield of cognitive neu-
roscience which studies music cognition is that music is ex-
perienced in temporal context and in sequence. I there-
fore focus on the issue of learning to adaptively build music
playlists based on user interaction. In a work done in col-
laboration with Prof. Peter stone and Prof. Maytal Saar-
Tsechansky, we employ a reinforcement learning approach to
music recommendation. The proposed agent learns a pref-
erence model for both individual songs and song transitions,
and recommends complete song sequences rather than just
individual songs. To reduce exploration time, the algorithm
actively initializes its model based on user feedback. The
resulting agent has been tested on human participants and
been shown to increase the expected enjoyment of listen-
ers from the selected song sequence, compared to a greedy
approach that only tries to select individual songs.

3.3 Learning to Model Responses to Musical
Stimuli and Musical Preferences

One of the key issues in building a successful social agent

with respect to music is its ability to model and predict
human responses to musical cues. This gives rise to two
interesting questions: a) Can an agent successfully model
how people’s behaviors are modified given different musical
cues? and b) Can we successfully learn musical preferences,
either over a population or through interaction with a single
person? These issues are in central to a current research
effort, done in collaboration with Prof. Corey White from
Syracuse University. In this project we focus on modeling
how different music stimuli affect human decision making,
and whether it is possible for opposite agents to predict and
utilize this knowledge when performing tasks jointly with
human participants.

4. FINAL NOTES
If we envision a future where intelligent artificial agents

interact with humans, we would like to make this interaction
as natural as possible. We would therefore like to give AI
the ability to understand and communicate within cultural
settings. Such progress would have many real world prac-
tical benefits, from recommender systems and business in-
telligence to negotiations and personalized human-computer
interaction. It will also have direct ramifications for Face-
book, as a significant part of the services Facebook provides
are pinned on learning the underlying interests and needs of
people in cultural settings, to enable new and more inter-
esting ways of knowledge sharing and communication. But
beyond its practical usefulness, having AI tackle complex
cultural domains, which require advanced cognitive skills,
would signify a meaningful breakthrough for AI research in
general. I believe my research towards learning social agents
in the music domain will make significant progress towards
such a breakthrough.
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