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1. INTRODUCTION
In order to reduce debugging effort and enable automated

failure detection, we proposed an automated testing frame-
work for cognitive agent programs that provides support for
detecting frequently occurring failure types in [14]. Auto-
mated testing yields a reduction in the effort needed to de-
tect a failure and is more effective than manual code inspec-
tion methods [16].

A failure is an event in which a system does not perform a
required function within specified limits [10]. Failures thus
are manifestations of undesired behaviour. They are caused
by a fault, an incorrect step, process, or data definition in a
program [10] or mistake in a program [17]. Upon detecting
a failure, a programmer needs to locate and correct the fault
that causes the failure.

We introduced a test language based on two basic tempo-
ral operators, and use this language to specify test templates
for detecting failure types. These test templates refine a
failure taxonomy introduced previously in [17]. A test ap-
proach has also been specified that explains how to instan-
tiate test templates and derive test conditions for specific
failure types. The main steps of this approach are (i) to de-
fine success in terms of functional requirements, (ii) to test
cognitive state updating, and (iii) to classify failures that
concern actions and goals.

2. MAIN PURPOSE: THE AUTOMATED
TESTING OF COGNITIVE AGENTS

In general, different techniques for detecting failures of
program code are available, ranging from inspection of source
code and logs to automated testing tools [16]. The need for
debugging techniques and test approaches for agent-oriented
programming has been broadly recognized [2, 4, 5]. Tech-
niques for agent-oriented programming need to be based on
the underlying agent paradigm [15, 18]. However, this is a
significant challenge, as they should for example take into
account that agents execute a specific decision cycle and op-
erate in non-deterministic environments [1, 3, 9].

The developed testing framework provides a systematic
approach for detecting failures in cognitive agent programs
by using test templates that target specific types of failures
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in the taxonomy, and a systematic method for using these
templates for testing. Table 1 lists information resources
that are particularly useful for testing.

Source Type of Information
Agent program (comments) Clues for reasons & design
Agent trace (screen, logs) Observable behaviour
Agent design & specification Functional requirements
Environment (documentation) Percepts, actions available

Table 1: Information sources for testing

3. DEMONSTRATION: TESTING GOAL
AGENTS IN THE ECLIPSE IDE

As we have implemented the automated testing frame-
work for Goal [8], we will use the Goal agent program-
ming plug-in1 for Eclipse in our demonstration. This plug-
in provides a full-fledged development environment for agent
programmers, integrating all agent and agent-environment
development tools in a single well-established setting [13].
The Eclipse platform is based on an open architecture that
allows for building on top of well-known existing frameworks
[6]. By using Eclipse and the DLTK framework [7], for ex-
ample, a state-of-the-art editor for Goal has been created,
which forms a solid foundation for further tools. The Goal
language itself has been recently updated to use a more mod-
ular approach, i.e., better facilitating re-use. In addition, a
source-level debugger for agents has been fully implemented
in the plug-in based on the work in [12].

The Goal plug-in for Eclipse contains a fully implemented
version of the automated testing framework for Goal agents.
This implementation has been integrated into the source-
level debugger, facilitating for example the inspection of an
agent’s state as soon as a test condition has failed, as illus-
trated in Figure 1. The new modular approach of the Goal
agent programming language also better facilitates the test-
ing of individual, separate pieces of functionality.

Tests are programs that we write in a test language. The
test language is built on top of the Goal programming lan-
guage and re-uses parts of that language. The test language
provides support for two main tasks: setting up a test and
specifying which test conditions should be evaluated.

In a test we can execute only part of an agent and even
make the agent do things it would not otherwise do. The tes-
tactions that are specified in the test program are performed

1See http://goalhub.github.io/eclipse for a demonstra-
tion(video) of the testing framework implementation and in-
structions on how to install Goal in Eclipse.
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Figure 1: A partial illustration of how test failures are displayed in the source-level agent debugger.

when the test is run. Test actions can be preparatory ac-
tions for, e.g., initializing an agent’s state, but they can can
also be instructions to execute a module. Test conditions are
built on top of the cognitive state queries that are used in
program rules, like querying the beliefs or goals of an agent.
In addition to this, a condition done(action) can be used to
test whether some action has just been performed. A test
condition is a temporal condition that expresses that some-
thing (i.e. a state query) should happen always, never, even-
tually, or when some other condition has been true before.
Test conditions are associated with a module, and evaluated
whilst this module is executed. It is possible to associate a
pre-condition, a post-condition, and an in-condition with a
module test. The pre-condition of a module is a state condi-
tion that should hold when a module is entered. Similarly,
a post-condition is a state condition that should hold when
a module is exited. An in-condition is a set of temporal
test conditions that specify which behaviour is expected of
a module while it is executed.

The examples we will use to demonstrate this test frame-
work are some of the educational environments2 that are de-
veloped alongside the Goal language, like the Blocks World
for Teams (BW4T) [11]. In our demonstration, we will show
that something we want to happen eventually actually never
happens (i.e. detect a failure). For example, an agent should
move a block in order to achieve its goal, but it does not do
that. We thus want our test to fail. But to show that some-
thing will never happen takes a long time. We can instead
use a time out to ensure termination of the test after a spec-
ified time. A time out is global and specifies how much time
(in seconds) is allowed to pass before the entire test should
be completed. If a time out happens, the test is aborted.

In this example, we want to check whether our agent will
move a specific block at some point in time during the exe-
cution of its main module (stackBuilder). More precisely, we
want to know whether at some point in time the agent will
perform the action move(b8,table). We can use the eventu-

ally operator for this. As temporal conditions are specified
as in-conditions, and we want to evaluate the stackBuilder
module, we get the following module test example:

Note that tests should be repeated sufficiently often as
states generated will differ per run, if only because environ-
ments are more often than not non-deterministic. When a
failure is detected, i.e., when running a test it fails at some
point, the corresponding fault in the agent program must be
located. The program location where the agent is at when
the test failed is indicated by the testing framework (when
using the debugger). Although it is often the case, it is not

2All (educational) agent environments are freely available
at https://github.com/eishub. Most of these projects in-
clude an assignment for (novice) agent programmers.

use BlocksWorld as mas.
use stackBuilder as module.
timeout = 1.

test stackBuilder with
in{ eventually done(move(b8,table) ). }

stackBuilderAgent {
do stackBuilder.

}

Figure 2: An example of a test that determines
whether the stackBuilderAgent moves b8 to the table
at least once in the stackBuilder module.

always true that this location also is the fault location, i.e.,
the place of the actual error in the code. If the fault is
not located immediately additional debugging is needed. In
particular, faults related to actions that are performed but
should not have been performed are usually more difficult
to locate, as we will show as well.

In this way, we will demonstrate how in practice our test
approach (i.e. of [14]) can be used to automatically detect
failures and eventually resolve the faults that cause them. In
this way, the implementation details of the automated test-
ing framework for Goal agents will be highlighted, together
with the source-level debugger in which it is integrated.

4. CONCLUSION
The main goal of our demonstration, is to show how an

automated testing framework for cognitive agents facilitates
the detection of failures and aids in the localization of faults.
In [14], we have proposed an automated testing framework
for cognitive agents and an associated test approach based
on test templates for frequently occurring failure types. By
using a concrete implementation of the testing framework
for the Goal agent programming language, an integration
with the existing source-level debugger was created within
the Eclipse environment, thus fully implementing the design
within a state-of-the-art setting. This implementation and
its source are publicly available, and used in our demonstra-
tion in order to illustrate concrete examples of its use, and
provide insight into practical implementation details that
may be valuable for the adaptation into other agent pro-
gramming languages.
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