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ABSTRACT

In many common interactive scenarios, participants lack in-
formation about other participants, and specifically about
the preferences of other participants. In this work, we model
an extreme case of incomplete information, which we term
games with type ambiguity, where a participant lacks even
information enabling him to form a belief on the preferences
of others. Under type ambiguity, one cannot analyze the
scenario using the commonly used Bayesian framework, and
therefore one needs to model the participants using a differ-
ent decision model.

To this end, we present the MINthenMAX decision model
under ambiguity. This model is a refinement of Wald’s Min-
iMax principle, which we show to be too coarse for games
with type ambiguity. We characterize MINthenMAX as
the finest refinement of the MiniMax principle that satisfies
three properties we claim are necessary for games with type
ambiguity. This prior-less approach we present follows the
common practice in computer science of worst-case analysis.

Finally, we define and analyze the corresponding equilib-
rium concept, when all players follow MINthenMAX. We
demonstrate this equilibrium by applying it to bilateral trade,
which is a common economic scenario. We show that an
equilibrium in pure strategies always exists, and we analyze
the equilibria.
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1. INTRODUCTION

In many common interactive scenarios participants lack
information about other participants, and specifically about
the preferences of other participants. The extreme case of
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such partial information scenario is termed ambiguity,’ and
in our case ambiguity about the preferences of other partic-
ipants. In these scenarios, not only does a participant not
know the preferences of other participants, but he cannot
even form a belief on them (that is, he lacks the knowledge
to form a probability distribution over preferences). Hence,
one cannot analyze the scenario using the Bayesian frame-
work, which is the common practice for analyzing partial-
information scenarios, and new tools are needed.? Similarly,
in the computer science literature, algorithms, agents, and
mechanisms are often analyzed without assuming a distribu-
tion on the input space or on the environment. In this work,
we define and analyze equilibria under ambiguity about the
the game. In particular, we concentrate on equilibria of
games with type ambiguity, i.e., games with ambiguity about
the other players’ preferences, namely, their type. Our equi-
librium definition is based on a refinement of Wald’s Min-
iMax principle, which corresponds to the common practice
in computer science of worst-case analysis.?

In Section 2, we define a general model of games with am-
biguity, similar to Harsanyi’s model of games with incom-
plete information [12],* and derive from it the special case
of games with type ambiguity. In this model, the knowledge
of player ¢ on player j is represented by a set of types 7.
Player i knows that the type of player j belongs to 7, but
has no prior distribution on this set, and no information
that can be used to construct one. Our model also enables
us to apply the extensive literature on knowledge, knowledge
operators, and knowledge hierarchy to ambiguity scenarios.

Next, we present a novel model for decision making un-
der ambiguity: MINthenMAX preferences. We characterize
MINthenMAX in the general framework of decision making
under partial information, and show MINthenMAX is the
unique finest preference that satisfies a few natural proper-
ties. Specifically, we claim that these properties are satisfied

” «

'In decision theory literature, the terms “ambiguity,” “pure
ambiguity,” “complete ignorance,” “uncertainty” (as opposed
to “risk”), and “Knightian uncertainty” are used interchange-
ably to describe this case of unknown probabilities.
2(Clearly, if a player has information that he can use to con-
struct a belief about the others, we expect the player to use
it. In this work, we study the extreme case in which one has
no reason to assume the players hold such a belief.

3 Another interpretation we offer for this model, is that the
participant might be Bayesian but an extremely risk averse
one. Note that this interpretation assumes a richer model
in which one can define mixture of alternatives, e.g., if the
alternatives are monetary.

4 As described, for example, in [18, Def. 10.37 p. 407].



by rational players in games with type ambiguity, and hence
that MINthenMAX is the right tool of analysis.

Finally, we derive the respective equilibrium concept, dubbed
MINthenMAX-NE, and present some of its properties, both
in the context of the general model of games with type am-
biguity and in two common economic scenarios.

Wald’s MiniMax principle

A common model for decision making under ambiguity is the
MiniMax principle presented by Wald [25], which we refer
to as MIN preferences (as distinct from the MINthenMAX
preferences that we present later)45 In the MIN model, sim-
ilarly to worst-case analysis in computer science, the pref-
erence of the decision maker over actions is based solely on
the set of possible outcomes. E.g., in games with type ambi-
guity, the possible outcomes are the consequence of playing
the game with the possible types of the other players. An
action a is preferred to another action b if the worst possi-
ble outcome (for the decision maker) of taking action a is
better than the worst outcome of taking action b. This gen-
eralizes the classic preference maximization model: if there
is no ambiguity, there is a unique outcome for each action,
and the MIN decision model coincides with preference max-
imization. The MIN model has been used for analyzing ex-
pected behavior in scenarios of decision making under am-
biguity. For example, ambiguity about parameters of the
environment, such as the distribution of prizes (the multi-
prior model) [11] and ambiguity of the decision maker (DM)
about his own utility [5]. The MIN model was also applied
to define higher-order goals for a DM, like regret minimiza-
tion (Minimax regret) [22, Ch. 9] which is applying MIN
when the utility of the DM is the regret comparing to other
possible actions. In addition, MIN has been used for ana-
lyzing interactive scenarios with ambiguity, e.g., first-price
auctions under ambiguity both of the bidders and of the
seller about the ex-ante distribution of bidders’ values [4],
and for designing mechanisms assuming ambiguity of the
players about the ex-ante distribution of the other players’
private information [26], or assuming they decide according
the regret minimization model [13].

As we show shortly, the MIN decision model is too coarse
and offers too little predictive value in some scenarios in-
volving ambiguity about the other players’ types. We show
a natural scenario (a small perturbation of the Battle of the
Sexes game [16, Ch. 5 Sec. 3]) in which almost all action
profiles are Nash equilibria according to MIN. Hence, we
are looking for a refinement of the MIN model that breaks
indifference in some reasonable way in cases in which two ac-
tions result in equivalent worst outcomes. In Section 3, we
show that naively breaking indifference by applying MIN re-
cursively® does not suit scenarios with ambiguity about the
other players’ types either. We present two game scenar-
ios, and we claim that they are equivalent in a very strong
sense: a player cannot distinguish between these two sce-
narios, even if he has enough information to know the out-
comes of all of his actions. Hence, we claim that a rational

SWald’s principle measures actions by their losses rather
than by gains like we do here. Hence, Wald dubbed this
principle, which aims to maximize the worst (minimal) gain,
the MiniMax principle while we dub it MIN.

5I.e., when the DM faces two actions that have equivalent
worst outcomes, he decides according to the second-worst
outcome.
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player should act the same way in these two scenarios. Yet,
we show that if a player follows the recursive MIN decision
model he plays differently in the two scenarios. In general,
we claim that a decision model for scenarios with type ambi-
guity should not be susceptible to this problem, i.e., it should
instruct the player to act the same way in scenarios if the
player cannot distinguish between them. Otherwise, when a
decision rule depends on information which is not visible to
the DM, we find it to be ill-defined. This assumption is with
accordance to our assumption of ambiguity which in partic-
ular assumes there is no information on the world except the
information on outcomes.

The MINthenMAX decision model

In this work we suggest a refinement of Wald’s MiniMax
principle that is not susceptible to the above-mentioned prob-
lems, and which we term MINthenM AX. According to MIN-
thenMAX the decision maker picks an action having an op-
timal worst outcome (just like under MIN), and breaks in-
difference according to the best outcome. We characterize
MINthenMAX as the unique finest refinement of MIN that
satisfies three desired properties (Section 3): monotonicity
in the outcomes, state symmetry, and independence of irrele-
vant information. Monotonicity in the outcomes is a natural
rationality assumption stating that the DM (weakly) prefers
an action a to an action b if in every state of the world (in
our framework, a state is a vector of types of the other play-
ers), action a results in an outcome that is at least as good
as the outcome of action b in this state. State symmetry
asserts that the decision should not depend on the names
of the states and should not change if the names are per-
muted. Independence of irrelevant information asserts that
the DM should not be susceptible to the irrelevant infor-
mation bias, describes above. That is, the DM’s decision
should depend only on state information that is relevant to
his utility. Specifically, it requires that if two states of the
world have the same outcomes for each of the actions, the
distinction between the two should be irrelevant for the DM,
and his preference over actions should not change in case he
considers these two states as a single state. We show that
these properties characterize the family of preferences that
are determined by only the worst and the best outcomes of
the actions. Moreover, we show that MINthenMAX is the
finest refinement of MIN in this family: for any preference
P that satisfies the three properties, if P is a refinement of
MIN,” then MINthenMAX is a refinement of P.

Equilibrium under MINthenMAX preferences

In Section 2, we define MIN-NE to be the Nash equilibria
under MIN preferences, that is, the set of action profiles
in which each player best-responds to the actions of other
players, and similarly we define MINthenMAX-NE to be
the Nash equilibria under MINthenMAX preferences.

We show that for every game with ambiguity, a MIN-NE
in mixed strategies always exists (Thm. 4). On the other
hand, we show that there are generic games with ambiguity
in which the set of MIN-NE is unrealistic and too large to be
useful. This holds even for cases in which the ambiguity is
symmetric (all players have the same partial knowledge) and
is only about the other players’ preferences. Here once again

"That is, for any two actions a and b, if a is strongly pre-
ferred to b according to MIN, then a is strongly preferred
to b according to P too.



is our motivation for studying the equilibria under MIN-
thenMAX. On the other hand, we present a simple generic
two-player game with type ambiguity for which no MIN-
thenMAX-NE exists. We show that the problem of finding
a MIN-NE is a PPAD-complete problem [20, 21], just as
finding a Nash equilibrium when there is no ambiguity.

We note that since MINthenMAX is the unique finest
refinement of MIN (which satisfies some properties), the
equilibria of a game with ambiguity under any other refine-
ment of MIN is a super-set of the set of MINthenMAX-NE.
Hence, one can think of MINthenMAX-NE as the set of
equilibria that do not depend on assumptions on the tie-
breaking rule over MIN applied by the players.

Applying MINthenMAX-NE to economic scenarios

To understand the benefits of analysis using the MINthen-
MAX model, we apply the equilibrium concept MINthen-
MAX-NE to a well studied economic scenario — bilateral
trade games — while introducing ambiguity. We show that in
this scenario, a MINthenMAX-NE in pure strategies always
exists, and we analyze these equilibria. In the full version
of this paper [19], we fully characterize a second economic
scenario — n-player coordination games — both in general
and under a natural constraint on the type ambiguity —
single-peaked consistency w.r.t. a line. In both examples
the utility of a player does not depend directly on the types
of other players, as in the the general game-theoretic model
we analyze, but only via their actions.

Bilateral trade

The main scenario we analyze is bilateral trade. These are
two-player games between a seller owning an item and a
buyer who would like to purchase the item. Both players are
characterized by the value they attribute to the item (their
respective willingness to accept and willingness to pay). In
the mechanism that we analyze, both players simultaneously
announce a price and if the price announced by the buyer is
higher than the one announced by the seller, then a trans-
action takes place and the price is the average of the two.®
For simplicity, we assume that a player has the option not
to participate in the trade.’

When there is no ambiguity, an equilibrium that includes
a transaction consists of a single price, which is announced
by both players. When there is ambiguity about the values,
we show that, in addition to the single-price equilibrium,
a new kind of equilibrium emerges. For instance, consider
the case in which the value of the buyer can be any value
between 20 and 40 and the value of the seller can be any
value between 10 and 30. First, we notice that there are
equilibria that are based on one price as above,'® but in
any such equilibrium there will be types (either of the buyer
or of the seller) that will prefer not to participate. If, for
example, the price is 25 or higher, then there are types of
the buyer that value the item at less than this price and
will prefer not to participate; similarly, for prices below 25

80ur result also holds for a more general case than setting
the price to be the mean.

9This option is equivalent to the option of the seller declar-
ing an extremely high price that will not be matched (and
similarly for the buyer).

10 An equilibrium in which both players choose (as a function
of their value) either to announce a price common to both
or not to participate.

there are possible sellers who value the item at more than
25 and hence will prefer not to participate. We can show
further a MINthenMAX-NE with two prices, 15 and 35, in
which both players participate regardless of their type: the
seller announces 35 if his value is higher than 15 and 15
otherwise, and the buyer announces 35 if his value is higher
than 35 and 15 otherwise.!' In this profile, a buyer who
values the item at more than 35 prefers buying the item at
either price to not buying it, and hence he best-responds by
announcing 35 and buying the item for sure. A buyer who
values the item at less than 35 prefers buying the item at 15
to not buying it, and not buying the item to buying it at 35.
The best worst-case outcome he can guarantee is not buying
the item (e.g., by announcing any value between 15 and his
value). Based on the worst outcome the buyer is indifferent
between these announcements. Hence, in choosing between
these announcements according to the best-outcome (i.e.,
meeting a seller who announces 15), he best-responds by
announcing 15. A similar analysis shows that also the seller
best-responds in this profile.

We characterize the set of MINthenMAX-NE for bilat-
eral trade games, and in particular we show that for ev-
ery bilateral trade game, an equilibrium consists of at most
two prices. As a corollary we characterize the cases for
which there exists a full-participation MINthenMAX-NE,
i.e., equilibria in which both players choose to participate
regardless of their value (but their bid in these equilibria
might depend on the value).

Due to space constraints several proof details are deferred
to a full version of the paper [19].

2. MODEL

We derive our model for games with type ambiguity as a
special case of a more general model of games with ambigu-
ity. A game with ambiguity is a vector

() e (4, (7))
where:

. <N, (A,
N is a finite set of players N = {1,...,n};
A’ is a finite set of actions of player i, and we
denote by A the set of action profiles X;car A°.

e () is a finite set of states of the world.

e u': QO x A= Ris a utility function for player i that
specifies his utility from every state of the world and
profile of actions. We identify u’ with its linear ex-
tension to mixed actions, u’: Q x A (.AZ) — R, where
A (Al) is the set of mixed actions over A*.12

° <N,Q, (Ti)z.eN

information. That is, 7 is a partition of Q to a finite

> is an n-player game form. That is,

> is an Aumann model of incomplete

1T e., the seller announces the lower of the two if both are
acceptable to him, and the higher otherwise; and the buyer
announces the higher of the two if both are acceptable to
him, and the lower otherwise.

12 An implicit assumption here is that the players hold vINM
preferences, that is, they evaluate a mixed action profile
by its expectation. This does not restrict the modeling
of preferences under ambiguity. Using the terminology of
Anscombe and Aumann [1], we distinguish between roulettes
and horse races.
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number of partition elements (Q = Ui c7it"). We refer
to t € T as a type of player i.'3
The above is commonly known by the players. A game pro-
ceeds as follows.
e Nature chooses (arbitrarily) a state of the world w € Q.
e Each player is informed (only) about his own partition
element ¢* € T* satisfying w € t'.
e The players play their actions simultaneously: Player i,

knowing his type t*, selects a (mixed) action a’ € A (A*).

e Every player gets a payoff according to u: Player ¢ gets
u® (t,a), where a = (al, a?,. .., a2) is the action profile
and t = (161,t27 e t2) is the type profile.

Notice that the difference between this model and the stan-
dard model of games with incomplete information [12] (e.g.,
as described in [18, Def. 10.37, p. 407]) is that in the latter it
is assumed that the players also have posterior distributions
on t* (or equivalently, they have subjective prior distribu-
tions on ).

In this work we are interested in games with type ambigu-
ity. In these games the states of the world are types vectors
Q C xP_;T% ie., the unknown information can be repre-
sented as information on the types., and in particular any
two states of the world are distinguishable by at least one
player.'4 For this restricted model, we justify our choice of
MINthenMAX preferences. Note that we prove the exis-
tence of a mixed MIN-NE (Thm. 4) for every game with
ambiguity.

A strategy of a player states his action for each of his types
o TP A (Al) Given a type profile t = (tl, .. ,t”) and a
strategy profile o = (c',...,0™), we denote by ¢’ the types
of the players besides player i and by ¢ ~* (tii) their actions
under t and o. We note that the utility of a given type
of player i is only affected by those actions taken by other
players and not by the actions of the other types player 1.
Hence, we assume a player chooses his action after knowing
his type and not ex-ante beforehand, and model player i’s
choice of action (best-responding to the others) as a series of
independent problems, one for each of his types, of choosing
an action. We refer to these problems as the decision process
carried out by a type.

Preferences under ambiguity

Decision theory ([16, Ch. 13], [10]) deals with scenarios in
which a single decision maker (DM) needs to choose an ac-
tion from a given set .4 when his utility from an action a € A
depends also on an unknown state of the world w € §2, and so
his preference is represented by a utility function u: AxQ —
R. Player i (of type t') looks for a response (an action) to
a profile =%, This response problem is of the same format
as the DM problem: he needs to choose an action while not
knowing the state of the world w (the types of his opponents
t~* and their actions o~ * (t_i) are derived from w).

We define the two preference orders over actions, MIN and

13For a full definition of Aumann’s model and its descriptive
power, see, e.g., [2, 3] and [18, Def. 9.4 p. 323]. As described
in [3] this model is equivalent to defining 7° using signal
functions and to defining them using knowledge operators
(i.e., the systematic approach).

MFor Bayesian settings, this assumption is without loss of
generality, because we can unify two indistinguishable states
and replace them by the respective lottery, without changing
the preferences. Since here we assume no posterior distribu-
tion, this assumption is indeed constraining.

MINthenMAX, in the framework of Decision Theory. We
define them by defining the pair-wise comparison relation,
and it is easy to see that this relation is indeed an order. The
first preference we define corresponds to Wald’s MiniMax
decision rule [25].

DEFINITION 1 (MIN PREFERENCE).

A DM strongly prefers an action a to an action a’ accord-
ing to MIN, if the worst outcome when playing a is preferred
to the worst outcome of playing a’:*°

minu (a,w) > minu (a’,w) .

weN weN
These preferences follow the same motivation as worst-case
analysis of computer science (where a designer needs to
choose an algorithm or a system to use and the expected
environment is unknown in advance®). MIN preference can
also be justified as an extreme ambiguity aversion; judging
an action by the worst possible outcome ignoring the prob-
ability of this outcome.

The second preference we introduce is a refinement of the
MIN preference, as it breaks ties in cases where MIN states
indifference between actions.

DEFINITION 2 (MINTHENMAX PREFERENCE).

A DM strongly prefers an action a to an action a’ accord-
ing to MINthenMAX, if either mingyeou (a,w) is strictly
greater than ming,cq u (a’,w) or he is indifferent between the
two respective worst outcomes and he prefers the best out-
come of playing a to the best outcome of playing a’ 17
minu (a,w) = minu (a’, w)
weN wenN
maxu (a,w) > maxu (a’,w).
weN weN

Returning to our framework of games with ambiguity,
we define the corresponding best response (BR) correspon-
dences: MIN-BR and MINthenM AX-BR. The best response
of a (type of a) player is a function that maps any action
profile of the other players to the actions that are optimal
according to the preference. It is easy to see that a best re-
sponse according to MINthenMAX is also a best response
according to MIN; that is, MINthenMAX-BR is a refine-
ment of MIN-BR. We show that the two best response no-
tions are well defined and exist for any (finite) game.

LEMMA 3. The following best response correspondences
are non-empty: pure MIN-BR, mized MIN-BR, pure MIN-
thenMAX-BR, and mized MINthenMAX-BR.

Equilibria under ambiguity

Next we define the corresponding (interim) Nash equilibrium
(NE) concepts as the profiles of strategies in which each type
best-responds to the strategies of the other players. From
the definition of MINthenMAX it is clear that any equi-
librium according to MINthenMAX is also an equilibrium
according to MIN. Hence we regard MINthenMAX-NE as

15The MIN preference is representable by a utility function
U (a) = mingeo u (a,w).

16Note that the commonly used competitive-ratio is defined
as applying MIN preference when we define u (a,w) to be the
ratio between the performance of an algorithm a on an input
w and the performance of an optimal all-knowing algorithm.
"The MINthenMAX preference is not representable by a
utility function, for the same reason that the lexicographic
preference over ®? is not representable by a utility func-
tion [17, Ch. 3.C, p. 46].
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an equilibrium-selection notion or a refinement of MIN-NE,
in cases in which we find MIN-NE to be unreasonable. Our
main theorem for this section is showing that any game with
ambiguity has an equilibrium according to MIN (MIN-NE)
in mixed strategies.'®

THEOREM 4.
FEvery game with ambiguity has a MIN-NE in mized ac-
tions.

Proof sketch: We take S to be the set of all profiles of
mixed strategies of the types and define the following set-
valued function F' : S — S. Given a strategy profile s, F (s)
is the product of the best responses to s (according to MIN)
of the different types. We prove the existence of a mixed
MIN-NE by applying Kakutani’s fixed point theorem [15]
to F. A fixed point of F is a profile s satisfying s € F (s);
I.e., each type best-responds to the others in the profile s,
and hence s is a MIN-NE. []

Since the existence of MIN-NE is the result of applying
Kakutani’s fixed point theorem to the best response func-
tion,'® we get as a corollary the complexity of the problem
of finding MIN-NE.

COROLLARY 5. The problem of finding a MIN-NE is in
PPAD [20, 21]. Moreover, it is a PPAD-complete problem
since a special case of it, namely, finding a Nash equilibrium,
ts a PPAD-hard problem [7].

Next we show that there are games that with no equilib-
rium according to MINthenMAX. We show that this is true
even for a simple generic game: a two-player game with type
ambiguity on one side only.?°

B Throughout this paper, unless stated otherwise, when we
refer to MIN-NE and MINthenM AX-NE we mean equilibria
in pure actions.
19The best response correspondence can be computed in
polynomial time.
BR (s) = argmax,: minyecou (w,0',s™" (7 (w)))
= argmax,: Minyeo Eqnpi Ca,w
for Co, = u (w, a,s”t (tii (w)))
The maximal value a player can guarantee himself, v* =
max,: Minueq Eqnei Ca,w, is the solution to the following
program which is linear in v and o*
maxv s.t. Yw E Caw 2 v,
that can be solved in polynomial time. Given v*, BR (s) is
the intersection of || hyperplanes of the form E Cg. >v".
20Technical comment: The reason Kakutani’s theorem can-
not be applied here (besides its result being wrong) is
twofold:
e The best-response set is not convex:
Consider a player who has two possible pure actions,
T and B, and his utility (as a function of the action of

LIMI|R
the opponent) is | T [0 | 1 [ 2 | Next, consider he
B0 21

faces one of three types of his opponent who play the
three actions, respectively. He is indifferent between
his two actions (both give him 0 in the worst case and
2 in the best case), but strictly prefers the two pure
actions to any mixture of the two (giving him less than
2 in the best case).

e The best-response function is not upper semi-
continuous:
In the example in the lemma, when the row player

LEMMA 6. There are games for which there is no MIN-
thenM AX-NE.

PrOOF. Let G be the following two-player game with two
actions for each of the players. The row player’s utility is
L | R
T | 0 | 0| The column player is one of two types: either
B|-1]1

L| R L| R
having utility | 7| 0| 1 |or | T | 0| 2 | (and the row
B|0]| -2 B|0]| -1

player does not know which).

Then, in the unique MIN-NE the first type of the column
player mixes %L + %R, the second type of the column player
plays R, and the row player mixes %T + %B (all his mixed
actions give him a worst-case payoff of 0). But this is not a
MINthenM A X-NE since the row player prefers to deviate to
playing B for the possibility of getting 1, and hence the game

does not have MINthenMAX-NE in mixed strategies. []

3. AXIOMATIZATION OF MINthenMAX

In this section we justify using equilibria under MINthen-
MAX preferences for the analysis of games with type ambi-
guity. To do so, we present three properties for decision mak-
ing under ambiguity and characterize MINthenMAX as the
finest refinement of MIN that satisfies them (Thm. 10). We
claim that these properties are necessary for modeling deci-
sion making under ambiguity about the other players’ types.
In doing so, we justify our application of MINthenMAX-NE.

The decision-theoretic framework

Let €2 be a finite set of states of the world. We characterize a
preference, i.e., a total order, of a decision maker (DM) over
the action set A where an action is a function a: Q@ — R
that yields a utility for each state of the world.

Our first two properties are natural and we claim that
any reasonable preference under ambiguity should satisfy
them. The first property we present is a basic rationality
assumption: monotonicity. It requires that if an action a
results in a higher or equal utility than an action b in all
states of the world, then the DM should weakly prefer a to b.

AxioM 7 (MONOTONICITY). For any two actions a and
b, if a(w) > b(w) for all w € Q, then either the DM is
indifferent between the two or he prefers a to b.

The second property, state symmetry, states that the DM
should choose between actions based on properties of the
actions and not of the states. I.e., if we permute the states’
names, his preference should not change. Since we can as-
sume that the states themselves have no intrinsic utility be-
yond the definition of the actions, this property formalizes
the property that the DM, due to the ambiguity about the
state, should satisfy the Principle of Insufficient Reason and
treat the states symmetrically.?*

AXIOM 8 (STATE SYMMETRY). For any two actions a
and b and a bijection 1: Q — Q, if a is preferred to b, then

faces one type that plays the pure strategy R and
another type that mixes (% + 6) L+ (% - e) R, his
unique best response is to play T for any € >0, but to
play B for e=0.

2INotice that this property rules out expectation maximiza-
tion, except for expectation under the uniform distribution.
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ao is preferred to botp (a0t (w) is defined to be a (¢ (w)),
i.e., the outcome of the action a in the state 1 (w)).

The last property we present is independence of irrele-
vant information. This property requires that if the DM
considers one of the states of the world as being two states,
by way of considering some new parameter, his preference
should not change. We illustrate the desirability of this
property for games with type ambiguity using the follow-
ing example. Consider the following variant of the Battle
of the Sexes game between Alice and Bob, who need to
decide on a joint activity: either a Bach concert (B) or
a Stravinsky concert (S). Taking the perspective of Al-
ice, assume that she faces one of two types of Bob: Bob®
whom she expects to choose B, or Bob® whom she ex-
pects to choose S. Assume that Alice prefers B, and so

Bob” | Bob®
her valuation of actions is | B : 2 0 (0 if they
S 0 1

do not meet and 2 or 1 if they jointly go to a concert).
But there might be other information Alice does not know
about Bob. For example, it might be that in case Bob prefers
(and chooses) S, Alice also does not know his favorite soc-

cer team.’> So she might actually conceive the situation
Bob® | Bob™* | Bob™T
as| B: 2 0 0 . Since this new soccer in-
S 0 1 1

formation is irrelevant to the game, it should not change
the action of a rational player. Notice that if Alice chooses
according to the recursive MIN rule we described in the in-
troduction, she will choose according to the second-worst
outcome and hence choose B in the first scenario and S
in the second scenario. We find a decision model of a ra-
tional player which is susceptible to this problem to be an
ill-defined model.

AXIOM 9 I¥DEPENDENCE OF IRRELEVANT INFORMATION).

Let a and b be two actions on Q0 and let & € Q be a state
of the world. Define a new state space Q' = QU {G} and let
a’ and b’ be two actions on ' satisfying a’ (w) = a (w) and
b (w) = b (w) for all states w € Q\ {®}, o’ (ﬁ)za' (W)=a ()
, and b’ (@) =b (@)=b(®). Then, a' is preferred over b
whenever s.t. a is preferred over b.

We show that MINthenM AX is the finest refinement of MIN
that satisfies the above three axioms.?®

THEOREM 10.
MINthenMAX 1is the unique preference that satisfies
o Monotonicity. e State symmetry.
e [ndependence of irrelevant information.
o It is a refinement of MIN.?4
o [t is the finest preference that satisfies the above three
properties. That is, it is a refinement of any preference
that satisfies the above properties.

We claim that the three axioms are necessary for modeling
a rational decision making under type ambiguity: Mono-

220f course, his favorite team is clear in case he prefers Bach.
23Notice that the MIN preference satisfies these properties.
241.e., for any two actions a and b, if a is strongly preferred
to b by a DM holding a MIN preference, then a is strongly
preferred to b by a DM holding a MINthenM AX preference.

tonicity is a basic rationality axiom, and the other two cap-
ture that the DM does not have any additional informa-
tion distinguishing between the states of the world besides
the outcomes of his actions. Following Wald, one could de-
fine the family of all refinements of MIN that satisfy the
axioms, and analyze the equilibria when all players follow
models from this family. Showing that MINthenMAX is
a refinement of any of the preferences in this family, says
that the set of equilibria when all players follow models
from this family, must include all equilibria for the case
when the players follow the MINthenMAX model (i.e., all
MINthenMAX-NE). Moreover, MINthenMAX-NE are the
only profiles which are equilibria whenever all players follow
models from this family. We interpret this result as robust-
ness of the MINthenMAX-NE notion: these are the equi-
libria an outside party can expect (e.g., the self-enforcing
contracts he can offer to the players), while not knowing the
exact preferences of the players.

4. BILATERAL TRADE

In order to demonstrate this new notion of equilibrium,
MINthenMAX-NE, we apply it to bilateral trade games
with type ambiguity. We show a MINthenM AX-NE in pure
strategies always exists and analyze these equilibria. Bilat-
eral trade is one of the most basic economic models, which
captures many common scenarios.

It describes an interaction between two players, a seller
and a buyer. The seller has in his possession a single indi-
visible item that he values at v, (e.g., the cost of producing
the item), and the buyer values the item at v,. We assume
that both values are private information, i.e., each player
knows only his own value, and we would like to study the
cases in which the item changes hands in return for money,
i.e., a transaction occurs.?® Chatterjee and Samuelson [6]
presented bilateral trade as a model for negotiations be-
tween two strategic agents, such as settlement of a claim
out of court, union-management negotiations, and of course
a model for negotiation on transaction between two indi-
viduals and a model for trade in financial products. The
important feature the authors note is that an agent, while
certain of the potential value he places on a transaction, has
only partial information concerning its value for the other
player.?% Bilateral trade is also of a theoretical importance,
and moreover a multi-player generalization of it, double auc-
tion.,?” These models have been used as a tool to get insights
into how to organize trade between buyers and sellers, as well
as to study how prices in markets are determined.

In this section we assume that there is ambiguity about
the players’ values (their types), and we study trading mech-
anisms, i.e., procedures for deciding whether the item changes
hands, and how much the buyer pays for it. We assume that
the players are strategic, and hence a mechanism should be
analyzed according to its expected outcomes in equilibrium.

We concentrate on a family of simple mechanisms (a gen-

25 Another branch of the literature on bilateral trade studies
the process of bargaining (getting to a successful transac-
tion). Since we would like to study the impact of ambiguity,
we restrict our attention to the outcome.

25For instance, in haggling over the price of a used car, nei-
ther buyer nor seller knows the other’s walk-away price.
2"In a double auction [9], there are several sellers and buyers,
and we study mechanisms and interactions matching them
to trading pairs.
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eralization of the bargaining rules of Chatterjee and Samuel-
son [6]): the seller and the buyer post simultaneously their
respective bids, as and ap, and if as < ap the item is sold
for z (as,as), for z being a known monotone function satis-
fying  (as,ap) € [as,ap]. For ease of presentation, we add
to the action sets of both players a “no participation” action
1, which models the option of a player not to participate
in the mechanism,; i.e., there is no transaction whenever one
of the players plays L. This simplifies the presentation by
grouping together profiles in which a player chooses extreme
bids that would not be matched by the other player. Hence,
the utilities of a seller of type vs and a buyer of type vy from
an action profile (as, ap) are (w.l.o.g., we normalize the util-
ities of both players to zero in the case where there is no
transaction):

as < ap z (as,ap) — vs
us (Vs; as,ap) = < as > ap 0

as=1Var=1 0

as < ap vy — x (as, ap)
up (vp; as,ap) = < as > ap 0

as=1Va =1 0.

Note that, unlike in the general model we described be-
fore, the utility of a player does not depend directly on the
types of the other player, but only on his action (that might
depend on the type).

Under full information (i.e., the values vs and v, are com-
monly known), there is essentially only one kind of equilib-
rium: the one-price equilibrium. If vs < vy, the equilibria in
which there is a transaction are all the profiles (as,as) s.t.
as = ap € [vs, vp] (i-€., the players agree on a price), and the
equilibria in which there is no transaction are all profiles in
which both players choose not to participate, regardless of
their type.

Introducing type ambiguity, we define the seller type set
Vs and the buyer type set V4, where each set holds the possi-
ble valuations of the player for the item. We show that under
type ambiguity, there are at most three kinds of equilibria,
and we fully characterize the equilibria set. We show that
in addition to the above no-transaction equilibria and one-
price equilibria, we get a new kind of equilibrium: the two-
price equilibrium. In such an equilibrium, both the seller
and the buyer participate regardless of their valuations, and
bid one of two possible prices: pr and pmy. For some type
sets, namely Vi and Vj, these two prices are the only full-
participation equilibria, i.e., equilibria in which both play-
ers choose to announce a price and participate, regardless of
their value.

THEOREM 1128
Let G be a bilateral trade game defined by a price function
z (as,ap) and two type sets Vi and Vi, both having a mini-
mum and mazimum.?® Then all the MINthenMAX-NE of
G are of one of the following classes:
1. No-transaction equilibria (These equilibria exist for
any two sets Vs and V)

28This result is also valid, and even more natural, for infinite
type sets.

29We state the result here for the case where both sets have a
minimal and a maximal valuations. Dropping this assump-
tion does not change the result in any essential way: some
of the inequalities are changed to strict inequalities.
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In these equilibria, neither the buyer nor the seller par-
ticipates (i.e., they play L, or bid a too extreme bid for
all types of the other player), regardless of their valu-
ations.

. One-price equilibria (These equilibria are defined on-
ly when min Vs < max Vp, i.e., when an ex-post trans-
action is possible.)

In a one-price equilibrium, both the seller and the buyer
choose to participate for some of their types. It is de-
fined by a price p € [minV;, maxVy] s.t. the equilib-
rium Strategies are:
The seller bids p for vs < p, and L otherwise.
The buyer bids p for vy > p, and L otherwise.
Hence, the outcome is

Seller <

Low: vs < p High: vs > p

Buyer
Low: v, < p | mo transaction | no transaction
High: v, > p p no transaction
. Two-price equilibria (These equilibria are defined on-
ly when min Vi < minV;, and maxV, < maxVy, i.e.,
when there is a value for the seller s.t. an ex-post
transaction is possible for any value of the buyer, and
vice versa.)
In a two-price equilibrium, all types of both the seller
and the buyer choose to participate, and their bids de-
pend on their valuations. It is defined by two prices
min Vs < pr < max Vi < py
pr < minV, < pg < max 'V, and the
equilibrium strategies are:
The seller bids pr, for vs < pr, and pg otherwise.
The buyer bids pu for vy > pu, and pr, otherwise.
Hence, the outcome is
Seller

pr < pH S.t.

Low: vs < pL High: vs > pr,

Buyer

Low: vy < pr PL no transaction |

High: vo > pu | = (pr,pu) € (pL,PH) PH

We find it interesting that the set of equilibria depends
on the possible types of the players, and not on the price
mechanism z (as, ap). In addition to the two classic equilib-
rium kinds, no-transaction equilibrium and one-price equi-
librium, we get a new kind of equilibrium. We see that in
this equilibrium each of the players announces one of two
bids, which is tantamount to announcing whether his value
is above some threshold or not. This decision captures the
(non-probabilistic) trade-off a player is facing: whether to
trade for sure, i.e., with all types of the other player, or to
get a better price. For example., the buyer decides whether
to bid the high price and buy the item for sure, taking the
risk of paying more than his value; or whether to bid the low
price and buy at a lower price, taking the risk of not buying
at all. Since MINthenMAX is a function of the worst-case
and best-case outcomes only, it does not seem surprising
that we get this dichotomous trade-off and at most two bids
(messages) for each player in equilibrium.

This result might explain the emergence of market scenar-
ios in which a participant needs to choose which one of two
markets to attend, e.g., florists who choose whether to sell
in a highly competitive auction or in an outside market, and
he needs to choose between the two while not knowing the
demand for that day.



S. SUMMARY AND FUTURE DIRECTIONS

How people choose an action to take when possessing only
partial information, and how they should choose their ac-
tion, are basic questions in economics, and on them the def-
inition of equilibrium is built (both as a prediction tool and
as a self-enforcing contract). The main stream of game-
theoretic literature assumes that economic agents are ex-
pectation maximizers (according to some objective or sub-
jective prior) and, moreover, that there is some consistency
between the players’ priors (commonly, the common prior
assumption).

In this work, we chose the inverse scenario and studied
cases in which the players have no information on the state
of the world. We defined a general framework of games with
ambiguity following Harsanyi’s model of games with incom-
plete information [12], and in particular, games with type
ambiguity. We axiomatized a family of decision models un-
der ambiguity that we claim a rational agent is expected to
follow, and characterized the finest refinement of this family,
MINthenMAX. This family can be interpreted as all ratio-
nal models of decision in cases of (extreme) ambiguity that
follow Wald’s MiniMax principle, defined by the different
ways to decide in cases in which the MiniMax principle is
mute. In many scenarios with type ambiguity Wald’s Mini-
Max principle is too coarse, and so the corresponding equi-
librium (MIN-NE) has almost no predictive power. The way
to justify a selection process from these equilibria is to refine
the players’ preference, that is, assume they act according to
a decision model in this family. We showed MINthenMAX
is the unique model that follows Wald’s MiniMax princi-
ple and breaks all possible instances of indifference (without
violating the rationality axioms we assumed). Finally, we
studied the respective equilibrium notion, MINthenM A X-
NE, and applied it to bilateral trade games.

One might ask himself why to choose MINthenMAX as
the analysis tool, and not a different decision model in the
family. First, we note that, just like the MIN model, the
MINthenMAX model has a simple and intelligible cognitive
interpretation, and so it does not require a complex epis-
temological assumption on the players, which other models

might impose. In addition, we note that MINthenMAX-NE (G)

are in fact also equilibria of G under any profile of ratio-
nal refinements of Wald’s MiniMax principle. Moreover,
MINthenMAX-NE (G) can be equivalently defined as the
set of all such robust equilibria of GG. For instance, these are
the profiles an outside actor can suggest as a self-enforcing
contract, even if he does not know the exact preferences of
the players.

This scenario of extreme ambiguity might seem unrealis-
tic. Yet, we claim this model approximates many partial-
information real-life scenarios better than the subjective ex-
pectation maximization model. Clearly, if players have in-
formation which they can use to construct a belief about the
other players, and we expect they will use it, then the expec-
tation maximization decision model is a better analysis tool.
In intermediate scenarios, when players have some informa-
tion but it is unreasonable to expect them to form a distribu-
tion over the world, it is reasonable to model the players as
following one of the intermediate models for decision mak-
ing under ambiguity,®® e.g., the multi-prior model (for an
overview of such models, the interested reader is referred to

30We refer to them as intermediate since they do not satisfy
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[10]). One could also justify the model we presented, via
justifying the axioms, for other scenarios. E.g., for scenar-
ios in which the players might have some information on
the preferences of others, but due to extreme risk aversion
or bounded rationality constraints, they follow Wald’s Min-
iMax model. Moreover, in cases in which one justified the
axioms we presented (and mostly the invariance to irrele-
vant information axiom), e.g., on cognitive grounds, we get
that the MINthenM AX-NE is the right analysis tool for the
same reasons we presented above.

In order to study further the notion of equilibrium under
MINthenMAX, in an extended version of this work [19] we
analyzed several types of coordination games with type am-
biguity, and in particular the impact on the set of equilibria
of knowledge on other players (limiting the ambiguity) and
of intra-player homogeneity.

A recently common model in the AT literature is the Min-
imax regret model (regret minimization). As we state in the
introduction, it is equivalent to the MIN model when the
utility of the DM is the regret comparing to other possible
actions. We think that it should be interesting to extend the
analysis to MINthenM AX-Regret in cases in which regret
minimization is not decisive enough.

The main drawback of modeling the knowledge of a player
using a set of types for other players (or, in the general case,
of states of the world) instead of a richer structure, is that
there is no reasonable way to define information update in
this model. This prevents us from extending this work to two
natural directions: analysis of extensive form games (e.g.,
when the players play in turns, learning the type of each
other as the evolve), and value of information (the question
of how much a player should invest in order to decrease his
ambiguity). In the decision theory literature, there are sev-
eral non-Bayesian information update rules, e.g., Dempster-
Shafer [8, 24] and Jeffrey update rule [14]. These rules usu-
ally assume a finer representation of knowledge than the
representation we had in this work, but we think that after
basing a rational decision model in our simplified knowledge
representation, it should not be hard to extend the decision
model to these finer knowledge models.
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