
An Empathic Agent that Alleviates Stress
by Providing Support via Social Media

(Extended Abstract)
Lenin Medeiros

Behavioural Informatics Group
Vrije Universiteit Amsterdam
De Boelelaan 1081, 1081 HV
Amsterdam, The Netherlands

l.medeiros@vu.nl

Tibor Bosse
Behavioural Informatics Group
Vrije Universiteit Amsterdam
De Boelelaan 1081, 1081 HV
Amsterdam, The Netherlands

t.bosse@vu.nl

ABSTRACT
This paper describes the development of an ‘artificial friend’,
i.e., an intelligent agent that provides support via text mes-
sages in social media in order to alleviate the stress that
users experience as a result of everyday problems. The agent
consists of three main components: 1) a module that pro-
cesses text messages based on text mining and classifies them
into categories of problems, 2) a module that selects appro-
priate support strategies based on a validated psychological
model of emotion regulation, and 3) a module that generates
appropriate responses based on the output of the first two
modules. The application is able to interact with users via
the social network Telegram.
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1. INTRODUCTION
In order to help people to cope with everyday stess, peer

support seems to be a promising means [1, 3, 5, 7]. In our
current society, one of the quickest and most frequently used
approaches to provide peer support is to use online social
networks since this type of support only requires sending
a short text message at appropriate moments. Indeed, as
concluded in [6], sharing problems and showing affection are
among the most common reasons why people use social me-
dia.

In spite of its strong potential, helpful peer support is
not always available for users of social media, for the sim-
ple reason that some people have fewer friends than other.
Moreover, even people who have many friends do not always
want to share their problems online, particularly when their
problems are very personal.

To deal with this problem, this paper is part of a project
that explores the possibilities of computer-generated peer
support via online social networks. More specifically, we
introduce the concept of ‘artificial friends’ that have the
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ability to analyze text messages that people share via on-
line social networks, and generate appropriate responses to
these messages with the aim of helping them to deal with
their ‘everyday problems’ (pretending to be a friend instead
of a specialist).

In previous work [4], we conducted a survey via a crowd-
sourcing platform in order to: 1) identify the most common
types of stressful situations shared by people via social me-
dia and 2) determine the strategies used by users to support
stressed friends in these situations. The resulting data were
used to provide a categorization of stressful situations and
corresponding support strategies (see Table 1), inspired by
the concept of emotional self-regulation introduced by Gross
[2] as well as the work by Heaney et al. [3].

Taking this categorization as a point of departure, we are
developing a chatbot that simulates a friend with the ability
to help human users to cope with various stressful situa-
tions. The current paper presents a first prototype of such
a support agent.

2. SUPPORT AGENT
Using Python, we developed a bot for the Telegram Mes-

senger App, since it provides a public API. We used Mon-
goDB to manage the data generated by our bot. The respec-
tive code is available on GitHub1. In the current section we
discuss the specification concerning the complete version of
the bot.

The algorithm behind our agent is based on the results
obtained from the study reported previously. The assump-
tion is that the bot receives as input certain messages from
users that share stressful personal situations. For each re-
ceived message, the bot first identifies the type of stress-
ful situation that is involved (for instance, ‘relationship’ or
‘work’). Then, given this stressful situation, the bot selects
a type of support strategy that will be used to generate
a comforting message. The following support strategies are
used: situation selection (s.s.), situation modification (s.m.),
attentional deployment (a.d.), cognitive change (c.c.), and
general emotional support (g.e.s.). Table 1, taken from [4],
shows how often each strategy was applied (in our previous
study) to each type of stressful situation. In the current
paper, these frequencies are used by the bot as probabili-
ties to select a particular strategy, given a certain situation.
For instance, in case an incoming message is classified as a

1https://github.com/leninmedeiros/Stress-Support-Bot
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Table 1: Frequency table for all types of support
identified. The bot uses these data to select its sup-
port strategy.

g.e.s. c.c. a.d. s.s. s.m.
relationship 29% 21% 18% 14% 18%
work 17% 44% 17% 0% 22%
death 53% 27% 0% 0% 20%
financial 40% 40% 0% 0% 20%
disease 11% 56% 22% 0% 11%
exams 0% 25% 0% 0% 75%
other 56% 22% 0% 11% 11%

‘work’ problem, the agent is most likely (with a probabil-
ity of 44%) to generate a comforting message of the type
‘cognitive change’.

In more detail, the workflow of the application as a whole
is as follows:

1. A given user sends a message to the bot (here is im-
portant to state that, for now, we are assuming that
any message sent by a given user is a description a of
stressful situation – we will adjust it in the future in a
way that the bot can assess automatically whether or
not an incoming message classifies as a stressful situa-
tion);

2. The bot will try to identify the type of the problem
reported by the user. To do so, it uses sets of key
words (for the different categories shown previously).
Such bags of terms (also available on GitHub) were
designed based on the data obtained from the pilot
study [4] as well as the most common synonyms of
these words. The current version can only deal with
English words;

3. After deciding the type of the stressful situation, the
bot will select an appropriate support strategy, using
the percentages provided in Table 1 as probabilities. ;

4. Finally, after having both the problem and the support
strategy identified, the bot will send a support mes-
sage back to the user. These messages are constructed
based on a number of ‘template sentences’ that have
been developed (again, based on the data collected pre-
viously). These template sentences contain some slots
that can be filled in with domain-specific terms related
to the stressful situation identified (e.g., ‘This seems to
be a difficult [XXX] situation indeed!’).

When it is up and running, our bot can be found by
searching for ‘stress support bot’ on Telegram. After open-
ing a conversation window with the bot, the user must type
the command ‘\start’ to initialize the bot (see Figure 1).
Figure 2 shows two fragments of simple interactions between
a human user and our bot.

3. CONCLUSION
A thorough experiment to evaluate the bot’s accuracy as

well as its user experience is currently being conducted. Ini-
tial results point out that the bot is able to correctly classify
incoming messages in the vast majority of cases (over 80%),
and that users are generally positive about the appropri-
ateness of the bot’s support messages. Although extensive

Figure 1: A given human user starting a conversa-
tion with our bot.

Figure 2: A given human user sharing stressful sit-
uations with our bot.

further testing is obviously required, the expectation under-
lying this research is that the proposed support agent can
help reducing the stress people experience in ‘everday situ-
ations’ by generating tailored response messages, and that
this is particularly helpful in cases where users do not receive
comforting responses from their human peers.

In future work we intend to explore various possibilities to
extend the functionality of the support agent. For example,
instead of only addressing simple interactions consisting of
one incoming message and one response message, it would
be interesting to tackle more complex types of interaction,
which could eventually result in entire human-agent con-
versations. Another idea for follow-up research is to place
the bot within an online group of people that are mutually
helping each other to cope with stress. This would extend
its scope from one-to-one settings to group settings, thereby
further broadening the potential impact of this promising
type of technology.
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