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ABSTRACT
This demonstration presents Flexonomy, a flexible autonomous sys-
tem for distributed coordination, transportation and localisation in
a lab-scale factory floor. It illustrates the use of multi-agent systems
in manufacturing and leverages new Industry 4.0 design principles
to cope with manufacturing requirements in factories of the future:
rapidly changing customer needs, market volatility and shortened
product life cycles. Three main contributions are identified: (i) dis-
tributed auction-based coordination allows local decision making
and task allocation, (ii) distributed model predictive control-based
transportation enables free space collision avoidance of automated
guided vehicles (AGVs), and (iii) distributed vision-based localisa-
tion provides scalable and dynamic position information of key
resources on the factory floor.
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1 INTRODUCTION
Industry 4.0 identifies a set of novel manufacturing paradigms to
cope with rapidly changing customer needs, market volatility and
shortened product life cycles, which factories of the future are
faced with [1, 4]. They aim at increasing modularity, scalability and
reconfigurability of manufacturing systems. The demonstration
proposed here, consists of a flexible autonomous manufacturing
system, denoted Flexonomy that leverages Industry 4.0 design prin-
ciples from high-level coordination to low-level control. Figure 1
and the accompanying media 1 showcase the considered setup. The
1available at https://youtu.be/z4fHsEDdQGY
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Figure 1: Overview of the considered setupwith (1) a holonic
(multi-agent) coordination system, (2) automated guided ve-
hicles, (3) work stations and (4) a localisation system com-
posed of different cameramoduleswith their corresponding
field-of-view depicted by (5). Arrows indicate the communi-
cation flow between the different agents.

agent-based implementation consists of automated guided vehicles
(AGVs) transporting products, mobile work stations with a robot
manipulator or human picker and a modular camera system for
agent localisation. Task allocation and coordination is taking care
of by a distributed holonic system. The combination of different
machines (AGVs and articulated robots) which have the ability to
communicate with each other, as well as decentralised decisionmak-
ing that exists in the different parts of the system are two attributes
typical of an Industry 4.0 system [2], which this demonstration
aims to show.

Since the research behind the Flexonomy system is still under
review [9], the focus here is on the implementation of the demon-
stration.

2 MAIN CONTRIBUTIONS
The demonstration shows three main components of the manufac-
turing process where modularity and distributed decision making
have been implemented using multi-agent systems: (i) distributed
auction-based coordination allows local decision making and task
allocation, (ii) distributed model predictive control-based trans-
portation enables free space collision avoidance of AGVs, and (iii)
distributed vision-based localisation provides scalable and dynamic
position information of key resources on the factory floor.
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2.1 Coordination
A holonic system is a particular multi-agent system consisting of
holons, which are autonomous cooperating agents [3]. The holonic
system distributes coordination and decision-making among holons
allowing them to solve local problems locally. Scaling the system is
therefore more straightforward compared to traditional centralised
coordination. In this implementation, ADAptive holonic Control
aRchitecture (ADACOR) [5] is chosen as a baseline. It is extended
with an auction-based deliberation, using contract nets, to explicitly
allocate appropriate resources for each task.

2.2 Transportation
In our Flexonomy setup, each AGV computes its own motion trajec-
tory and communicates with its peers to avoid collisions. Increased
modularity and scalability are clear advantages of this approach
compared to a central motion coordination scheme. The implemen-
tation is an extension of an earlier presented distributed model
predictive control (DMPC) approach [6–8] where priority rules are
introduced to facilitate mutual collision avoidance of AGVs.

2.3 Localisation
Free space motion planning has a strong impact on localisation, as
it now has to cover the entire workspace rather than predefined
tracks. In the Flexonomy setup, a vision-based system with fixed
cameras is chosen, due to its high information density and scalabil-
ity as it is decoupled from the number of monitored agents. This
distributed vision-based localisation system consists of a series of
ceiling camera modules monitoring the work floor. Its main advan-
tage is the ability to dynamically add or remove modules according
to the work floor’s size, turning the system into a scalable solution
for the indoor localisation problem.

3 DETAILS ON AGENT-BASED
COORDINATION

As mentioned in 2, the coordination system makes use of agent-
based holonic control paradigm, ADACOR. This paradigm has four
types of holons: the supervisor, task, product and operational holon
[5]. Here, the supervisor holon is responsible for launching and
terminating all other holons, as well as dispatchingmessages among
holons. The task holon is created by the supervisor holon with each
order and is responsible for executing its task by arranging services
from operational holons. The operational holon is responsible for
managing a specific resource in the work cell. In this demonstration
there are two types of operational holons, one for the AGVs and
one for the workstations. A product holon would not have added
value in this use case. The holons make use of contract net protocol
to execute their tasks.

For each order, a task holon sends out a stock request to all
workstation (operational) holons. Should there be insufficient stock,
the task holon informs the user. Otherwise, it decides which work-
station holons will be used to complete the order by selecting as
few workstation holons as possible to complete the order. The task
holon informs the workstation holons of the winning holons. An
RFP is then sent to all AGV (operational) holons which consists of
all the waypoints required to complete the order. Using Travelling

(a) (b) (c)

(d) (e) (f)

Figure 2: Series of interesting situations which arise
throughout the demonstration.

Salesman Problem, the AGV holons calculate the shortest path re-
quired to complete the order, and then reply with their bids. The
task holon analyses the bid responses, and the AGV holon with
the shortest time estimate wins the order. The AGV executes the
order, stopping at each waypoint to receive parts. On arrival at
each point, a message is sent from the AGV holon to the work-
station holon informing it of the AGV’s arrival. The workstation
holon then commands its corresponding robot to pick and place
the required parts into the AGV’s carrier tray. When this process
is complete, the workstation holon informs the AGV holon of this,
which then commands its corresponding AGV to move to the next
waypoint. Once the AGV has transmitted all required waypoints, it
moves to the offload position. Once offloaded by the user, it moves
to its standby position which is away from the centre of operations.
Should another job already be in its work queue, it moves directly to
its next required waypoint and does not go via its standby position.

4 DEMONSTRATION
Figure 2 highlights a few interesting situations which arise during
the demonstration. The first order consists of two products. Since
none of the work stations has both products, the responsible AGV
has to stop at both work stations. Based on the received bids for
the task, the coordination module selects one of the two AGVs
which are idling on their home positions (Figure 2a). While the
selected AGV, AGV 1, is busy collecting the first order at work
stationWS 1 (Figure 2b), a second order has been dispatched, which
is logically granted to AGV 2. This order requires products which
are available at the work station WS2 (Figure 2c). While AGV 2
is being loaded at WS 2, AGV 1 has finished its task at WS 1 and
approaches WS 2 (Figure 2d). Thanks to priority-based collision
avoidance, queuing arises: AGV 2, being loaded, has highest priority
and is avoided by AGV 1. As AGV 2 is located at the target posi-
tion of AGV 1, it waits until AGV 2 leaves. As AGV 1 was already
moving when AGV 2 was commissioned to leave its docking posi-
tion, AGV 1 gets priority over AGV 2 and is avoided by the latter
while it approaches the docking point of WS 2 (Figure 2e). Once
both AGVs have accomplished the orders, work station WS 1 is
relocated (Figure 2f) and the experiment is repeated to demonstrate
the reconfigurability and flexibility of the developed setup.
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