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ABSTRACT
We consider a problem of learning a linear regressionmodel distribu-

tively with a network of N interconnected agents which receive

private streaming data. Each agent can deploy an online learning

algorithm, e.g. stochastic gradient descent, to learn adaptively the

regression model using its receiving private data. The goal is to

devise an algorithm for each agent, under the constraint that each

of them can communicate only with its neighboring agents based

on a communication graph, to enable each agent converge to the

true model with a performance comparable to that of the traditional

centralized solution. We propose an algorithm called gossip gradient

descent, and establish O

(√
log t

(1−λ2)Nt

)
convergence in expectation

and mean square, where λ2 is the second largest eigenvalue of the

expected gossip matrix corresponding to the underlying communi-

cation graph. For the case when agents are privacy sensitive, we

propose a differentially private variant of the algorithm, which

achieves ϵ-differential privacy and O

(√
log

2 t
ϵ (1−λ2)Nt

)
convergence.
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1 INTRODUCTION
Distributed learning [1–3, 5, 10, 11, 13, 17] has become very popular

for learningwith large-scale training data, via leveraging distributed

computing resources. Most existing distributed learning methods

focus on improving computational efficiency without considering

data collection and dissemination overhead. Nonetheless, coordi-

nating the distributed learning sources requires substantial commu-

nications. This poses significant challenges when data is collected

in a highly distributed manner and when the learned model needs

to be re-distributed to the decentralized agents, as it necessitates a

large amount of communication and effort in synchronization.

Within a learning context, the idea of distributed learning via

cheap and asynchronous communication among computing re-

sources has recently been implemented for learning different sta-

tistics [6, 9, 14]. Empirical evidence has also demonstrated the

potential of asynchronous distributed learning [16]. In particular,

gossip-type algorithms [4, 12] have been studied extensively owing

to their simple, elegant and powerful solution structure. Existing
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results have established convergence of gossip algorithms devised

for problems in which each agent acquires a static set of data and

exchanges its local information with one of its neighbors at each

time in an asynchronous manner. With above being said, most

of the existing gossiping solutions focus on the case when local

statistics/data of each agent remain unchanged during the mes-

sage/information passing process. In contrast, it is often more likely

that each agent observes a sequence of arriving data to update its

local model or belief. For instance, for machine learning tasks that

involve large-scale data collection, training and re-distribution (of

the trained model), it is very likely that different agents or sensors

collect their own data gradually over time. We aim to address the

question of incorporating agents’ local learning information into

the distributed updating procedure in a communication-efficient

way by integrating new measurements/samples into a single gossip

process as they arrive.

2 PROBLEM FORMULATION
Consider a network ofN agents. They communicate with each other

over a communication graph G = (V ,E), where V = {1, 2, . . . ,N },
and E denotes the set of edges characterizing neighbor relationships

in that agents i and j are called neighbors of each other whenever

(i, j) is an edge in G. Each agent can communicate only with its

neighbors. The communication graph G is a simple, undirected,

connected graph. Suppose that there is a common discrete-time

clock t ∈ {1, 2, . . .}. Each agent observes a sequence of training data
{xi (t),yi (t)}t , wherexi (t) ∈ Rd ,yi (t) ∈ R. Each pair of the observa-
tions comes from a linear regressionmodelyi (t) = (θ∗)⊤xi (t)+zi (t)
for some θ∗ ∈ Rd , where zi (t) is a zero mean noise with bounded

support, that is, |zi (t)| ≤ Z for some Z > 0. For analytical tractabil-

ity, we assume that both sequences {xi (t)}i,t and {zi (t)}i,t are

i.i.d., and that {xi (t)}i,t are sampled uniformly from the unit ball

(with dimension d), that is, | |xi (t)| |2 ≤ 1. The goal of the learn-

ing algorithm is to learn a consistent model θ ′ → θ∗ in that both

| |E[θ ′] − θ∗ | |2 → 0 and E| |θ ′ − θ∗ | |2 → 0. We are interested in the

setting where agents do not have the capability to broadcast their

information to all other agents, and there does not exist a central

authority to collect and aggregate all local information. Instead,

agents can only communicate their local model information with

their neighbors. The problem here is to design a communication-

efficient algorithm to achieve comparable convergence results for

this decentralized setting.

When training data arrives in an online fashion, a common

solution is to do online gradient descent as given in Algorithm 1

(see details in [15], with some prior
˜θonlinei (0)), where ∇ ˜θi (t) is the

gradient update at time t , and ηt is the step size at time t . This
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online updating procedure is often referred to as online Stochastic
Gradient Descent (SGD).

Algorithm 1 (Online Stochastic Gradient Descent for Regularized
Linear Regression)

˜θonlinei (t + 1) = ˜θonlinei (t) + ∇ ˜θi (t), where

∇ ˜θi (t) = −ηt∇ ˜θ online

i (t )

[
(θ⊤xi (t) − yi (t))2 + γ | |θ | |22

]
,

3 GOSSIP GRADIENT DESCENT
We extend the classical gradient descent algorithm to a gossiping

setting, whichwe name as gossip gradient descent (GGD). Each agent
i maintains ϑi (t), ˜θonlinei (t), and ∇ ˜θi (t) where (1) ϑi (t) is agent i’s
estimation of θ∗ using both its locally observed information and

information received from its neighbors at time t , (2) ˜θonlinei (t) is
agent i’s local model (trained only using its local information), and

(3) ∇ ˜θi (t) is agent i’s local gradient as defined in the online gradient

descent algorithm. Following the basic idea of gossiping, at every

step t , we activate exactly two agents (i, j) on one edge from E
on G uniformly and randomly, and they will exchange and update

information. DefineW (t) = IN − 1

2
(ei − ej )(ei − ej )⊤, where ei is

the unit vector with the ith entry equal to 1. Note that

W := E[W (t)] = 1

|E |
∑

(i, j)∈E

(
IN − 1

2

(ei − ej )(ei − ej )⊤
)
, (1)

which is a symmetric matrix. At initial time t = 1, each agent i sets

its local estimate as ϑi (1) = ˜θonlinei (1), using its local observed sam-

ple (xi (1),yi (1)). Starting from t = 2, exactly one edge is activated,

and only the two agents connected by this edge exchange informa-

tion. When agents i and j are selected to exchange a message, they

update their local beliefs as follows:

ϑi (t) =
ϑi (t − 1) + ϑj (t − 1)

2

+ ∇ ˜θi (t) , (2)

ϑj (t) =
ϑi (t − 1) + ϑj (t − 1)

2

+ ∇ ˜θi (t) . (3)

For every other agent k < {i, j},

ϑk (t) = ϑk (t − 1) + ∇ ˜θk (t) . (4)

This algorithm is summarized below as Algorithm 2. Let λ2 be the

Algorithm 2 (Gossip Gradient Descent)

Initialization: t = 1, ϑi (1) = ˜θonlinei (1),∀i .
while No termination do

1. At time t , select one edge from E uniformly; denote the

edge as e(t) = (i, j).
2. Agents compute local model and gradient

( ˜θonlinei (t),∇ ˜θi (t)),∀i via standard online SGD.

3. For i, j, update ϑi (t),ϑj (t) via Eqn. (2) and (3).

4. For k < {i, j}, update ϑk (t) via Eqn. (4).
5. t := t + 1.

end while

second largest eigenvalue ofW defined in (1).We have the following

convergence results for GGD.

Theorem 3.1. With GGD, at any time t , ∀i ,����E[ϑi (t)] − θ∗
����
2
≤ O

(√
log t

(1 − λ2)Nt

)
,

E
����ϑi (t) − θ∗

����
2
≤ O

(√
log t

(1 − λ2)Nt

)
.

4 PRIVATE GOSSIP GRADIENT DESCENT
We extend the algorithm proposed earlier to a privacy preserving

one. Suppose that all xi (t)’s (the feature variables) are publicly

observable, but the local responses, yi (t)’s, are private. We follow

the basic idea of adding Laplacian noise to the information that

contains each agent’s private data before exchanging them [8]. This

is summarized in Algorithm 3.

Algorithm 3 (Private Gossip Gradient Descent)

Add individual Laplacian noise v to each yi (n):
ỹi (n) = yi (n) +v, Pr(v) ∝ exp(−ϵ |v |).

Train ( ˜θonlinei (t),∇ ˜θi (t)) using {ỹi (n)}n instead of {yi (n)}n .
Everything else follows (Gossip Gradient Descent).

To quantify privacy preserving level, we will adopt differential

privacy as our solution concept [7]. Denote by D the set of data

{(xi (t),yi (t))}i,t when the algorithm terminates. We have mecha-

nism (algorithm)M : (Rd ×R) |D | → R is ϵ-differentially private if
for any i ∈ d(t), t , any two distinct yi (t),y′i (t), and for every subset

of possible outputs S ⊆ O (O denotes the outcome space),

Pr[M(D) ∈ S] ≤ exp(ϵ) Pr
[
M

(
{D\{yi (t)},y′i (t)}

)
∈ S

]
.

Note that the noise can be added in different ways. Adding noise

directly to each ∇ ˜θi (t) will not preserve enough privacy: each data

point yi (n) appears in infinitely many ∇ ˜θi (t), t ≥ n. If the noise

level in ∇ ˜θi (t) is able to preserve ϵ-DP for each yi (n), and we can

prove that the sensitivity of ∇ ˜θi (t) of yi (n) is O( 1t ) w.h.p. (since
ηt = Θ(1/t)). Then, summing over all t (by composition theory of

differential privacy [8]), we have the preserved differential privacy

level at step t at best as
∑t
τ=1

1

t · ϵ ∝ ϵ log t , which will diverge for

any positive constant ϵ . The above observation motivates us to add

noise to raw training samples directly.

Following classical differential privacy results [8], PGGD achieves

ϵ-DP for each agent’s data point. Since we have added noise to each

individual data point, it is to be expected that this additional noise

will slow down the convergence of our algorithm.

Theorem 4.1. With PGGD, at any time t , ∀i ,����E[ϑi (t)] − θ∗
����
2
≤ O

©«
√

log
2 t

ϵ(1 − λ2)Nt

ª®¬ ,
E
����ϑi (t) − θ∗

����
2
≤ O

©«
√

log
2 t

ϵ(1 − λ2)Nt

ª®¬ .
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