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ABSTRACT
We consider the problem of detecting the behavior of intelligent
agents operating in stochastic environments. In particular, we focus
on a scenario where we are given two models for agent behaviors
and we are interested in detecting whether one model appears
within the other model. We use Markov chains to represent the
behavioral models of the agents and we propose to extract the
long-run probabilities as features that can be used to detect if one
model is contained in the other. Results show that our approach is
capable of detecting known strategies for agents interacting within
classical games and to categorize malware behaviors.
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1 INTRODUCTION
Markov models are a powerful tool to represent probability distri-
bution in stochastic processes, such as how an intelligent agent
makes decisions in face of uncertainty. An interesting problem then
is to detect whether a known strategy for a player appears in a
given game evolution. This kind of problem has many practical
applications for real multi-agent systems, and malware defense is
one of the most interesting and significant.

In more detail, malware analysis is a crucial topic for cyberse-
curity with much ongoing research. The challenge is to be able
to group similar malware in order to employ known countermea-
sures. Offline analysis and detection techniques allow to extract
valuable information about threats that can be used to empower
online detection tools, e.g., antivirus or intrusion detection systems.
The most studied approaches can be divided in static [4, 8, 13]
and dynamic [3, 5, 9, 14], along with some hybrid solutions. Static
techniques analyze the binary code of a program without actually
executing it, whereas dynamic techniques execute a program in a
controlled environment studying the observed behavior. Interesting
works in the context of multi-agent applications are [6, 12], where
the analysis is formalized as a stochastic game between an analyzer
agent and a malware agent, i.e. Active Malware Analysis (AMA).
The result is a malware behavioral model, based on Markov chains,
representing the dynamics of the analysis game. Malware models
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Figure 1: Behavioral malware model example

can then be compared and grouped in order to identify similar
malware on the basis of their observed behavior.

In this work we design a prototype framework aimed at detect-
ing the presence of a given behavior inside the behavioral model
of an intelligent agent. A behavior is seen as the specification of
how an agent moves from one state to another of a Markov chain,
expressed by the chain’s transition function. We empirically evalu-
ate our approach in two scenarios: first, we consider the problem
of detecting known strategies in classical games, and in particular
we consider the well known iterated Rock Paper Scissors (RPS).
Then, we focus on a concrete cybersecurity scenario by analyzing
real malware samples. Results show that our approach is able to
successfully detect given behaviors in both scenarios.

2 EXTRACTION OF FEATURES
The behavioral models extracted by AMA are a composition of
Markov chains, one for each analyzer action appearing in the
model [6]. An example is visible in Figure 1, where the chains
correspond to sendSms and startCall. Vertices represent the states
of the interaction and are labeled with malware API calls. Edges
connect two consecutive API calls of an execution trace, and are
labeled with transition probabilities conditioned by the actions
executed by the analyzer.

We are interested in comparing models based on Markov chains,
especially in cases where a model may be contained within another.
There is a lot of work on the study and comparison of Markov chain
properties, such as the parameters of long-run distributions [1, 10,
11] or properties of absorbing Markov chains [2]. The structure
of the models we take into account though, are a composition of
multiple Markov chains, and all of them have to be considered at
the same time. Moreover, they are not guaranteed to have at least
one stationary distribution or to be absorbing for example.

The procedure we propose makes use of Theorem 2.1 that allows
to compute the probability of reaching every state of a Markov
chain starting from every possible other one.
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Theorem 2.1. Let P be the transition matrix of a Markov chain,
and letu be the probability vector which represents the starting distri-
bution. Then the probability that the chain is in state si after n steps
is the ith entry of the vector

un = uPn

Given a behavior D to detect and a behavioral model M , we
compute the long-run probabilities of going from each state si ∈ SM
to each other state sj ∈ SM . These values are then projected on the
edges of modelD if (si , sj ) ∈ ED . The result is a modelD ′ where the
probability distribution on the outgoing edges between a state and
its neighbors in D has been extracted from the paths connecting
such states in the model M . The probability values labeling the
edges of D ′ are then used as features to train a classifier capable of
detecting if the behavior D appears in other models. Algorithm 1
details the described procedure. Notice that in line 3 we use the
sum operator with Theorem 2.1 in order to consider the probability
of reaching a state in 1, ...,T steps, and not exactly T .

Algorithm 1 Extract Features
Input:

D - n × n model to detect
M - k × k model to search for the presence of D

Output:
Detection features F

1: F ← [] ▷ Empty array
2: for each chain c ∈ D do
3: P =

∑T
n=1M

n
c ▷ Compute the long-run behavior

4: D ′ ← null n × n matrix
5: for i ← 1 to k do ▷ Project over D
6: for j ← 1 to k do
7: if si , sj exist in D as sl , sm ∧ Dl,m , 0 then
8: D ′l,m ← Pi, j

9: D ′ ← Normalize(D ′) ▷ Normalize rows
10: F ← F + Flatten(D ′) ▷ Concatenate D ′ to F

11: return F

3 EMPIRICAL EVALUATION
The main goal of the empirical evaluation is to prove the effective-
ness of our approach in extracting the long-run probabilities as
features useful to detect given behaviors. We divide the empirical
analysis in two types of experiments: in the first one we focus on
players interacting within the iterated RPS, whether in the second
experiment we analyze real Android malware families trying to
identify malicious behaviors. Algorithm 1 has been used to extract
the features from all the models generated, i.e. every model has
been used alternately as D while using all the others as M , and
to train a classifier. For all the experiments the classifier used is a
Support Vector Machine (SVM) based on a Radial Basis Function
(RBF) kernel. The quality of the classification has been evaluated
with a stratified k-fold cross validation with k = 5 and repeated 10
times. Results are reported by average accuracy, precision, recall,
and F1-score along with the standard error of the mean.

As first testing setting we simulated the game of the iterated RPS
between two playersA and B. Hence, we design 4 possible behaviors

Table 1: Player’s strategy detection for the iterated RPS

Accuracy Precision Recall F1-score
Tit-for-tat 1.00±0.00 1.00±0.00 1.00±0.00 1.00±0.00
Counter 0.92±0.01 0.78±0.03 0.98±0.01 0.86±0.02
Mirror 0.93±0.01 0.79±0.03 0.99±0.01 0.87±0.02
Random 0.93±0.01 0.79±0.03 0.99±0.01 0.88±0.02

Table 2: Malware family identification

Accuracy Precision Recall F1-score
ZSone 0.92±0.01 0.93±0.02 0.94±0.02 0.92±0.01
GoldDream 0.97±0.01 1.00±0.00 0.89±0.03 0.93±0.02
SMSRep. 0.92±0.01 0.90±0.02 0.97±0.01 0.93±0.01
TigerBot 0.97±0.01 1.00±0.00 0.90±0.03 0.93±0.02

for one of the players, i.e., player B, while player A chooses its
actions following a randomly generated probability distribution.
During the game simulation, the behavioral model of player B is
observed and represented with Markov chains. Every strategy has
been played 10 times in an iterated RPS of length 100, obtaining
40 behavioral models for player B. Results in Table 1 show that
the classifiers trained with features extracted by observing the
simulations reach a reasonable accuracy. This allows to effectively
detect given known strategies of players interacting in amulti-agent
context such as classical games.

In our second experimental setting we analyzed a dataset com-
posed by four existing Android malware families of spyware and
bots, for a total of 40 samples, 10 for each family: ZSone, Gold-
Dream, SMSReplicator, and TigerBot [7]. It is worth mentioning
that the ZSone family is composed by two subfamilies of 5 samples
each, meaning that the malicious behavior is slightly different be-
tween the two subgroups. The aim is to use our proposed approach
in order to be able to identify the correct family of the malware
samples analyzed. Results reported in table 2 show that ZSone and
SMSReplicator families have lower accuracy compared to the oth-
ers. This fact is a consequence of the ZSone composition in two
subfamilies: the behavioral differences within this class are greater
w.r.t. the others, making it harder to classify correctly and confus-
ing the samples with SMSReplicator, the most similar other class.
Howerver, the overall results are promising.

4 CONCLUSIONS
Weproposed a technique to detect given behaviors based onMarkov
chains. The procedure extracts the long-run probabilities of the
states to be used as features for training a classifier to detect if
a given behavior is contained in a target model. The empirical
evaluation shows that our solution allows to search for the existence
of known strategies for players interacting within a game such as
the iterated RPS, and to categorize malware.
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