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1 INTRODUCTION

The success of crowdsourcing projects relies critically on mo-
tivating the crowd to contribute [2, 10]. Given this, contests’
have been shown to be an effective approach in these projects,
as they are effective and cheap. Actually, by rewarding par-
ticipants in a contest, task requesters do not have to pay
for every task completed as in other types of financial re-
warding such as paying for performance [8] or using bonuses
[4, 13]. Indeed, they have to pay only for a certain number
of participants, e.g., the top two who have completed the
most tasks in a day. 99designs (www.99designs.com), Top-
Coder (www.topcoder.com), and Tasken (www.tasken.com)
are some well-known crowdsourcing platforms using contests
for attracting participants. Nevertheless, the effectiveness
of the contests (henceforth, incentives?) might be different
between crowdsourcing projects based on specific properties
of those projects, such as the project purpose (e.g., building
data for scientific studies or collecting data for a company),
the task nature (e.g., interesting or boring), or the partici-
pant community (e.g., the extent to which they are in contact

We use the term “contest” in a broad sense to refer to any situation
in which participants exert effort to submit tasks for prizes, which are
provided based on relative performance. The prizes can be tangible
rewards, points, or positions on a leaderboard. Thus, all-pay auctions,
lotteries, and leaderboards can be considered as contests.

2The incentives focused on in this paper are contests. However, the
problem stated and the algorithms discussed can be used with any
other types of incentive, such as paying for performance or using bonus
payment. Hence, to keep the problem general, we use “incentives”
instead of “contests”.
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with each other), as the participants might have different
motivations [3, 5, 14]. Therefore, finding an appropriate way
for an autonomous agent to choose an effective incentive in a
crowdsourcing project (which is referred to as the incentive
selection problem, ISP) is necessary.

In general, the effectiveness of the incentives in a specific
crowdsourcing project is unknown in advance. Thus, in order
to identify the most effective one to provide (i.e., exploita-
tion), the agent has to try each incentive several times to
evaluate its respective effectiveness (i.e., exploration). Given
this need to balance exploitation and exploration, budgeted
multi-armed bandits (MABs), e.g., [11] and [12], are a good
approach for this problem. Specifically, they model the prob-
lem as a machine with k arms (corresponding to k incentives),
pulling an arm (providing an incentive to a group of partici-
pants) incurs a fixed cost (attached to the arm) and delivers
a random reward (i.e., the utility) drawn from an unknown
distribution. The objective in a MAB problem is to find
a pulling policy that maximises the expected total reward
within a given budget (e.g., £500) before a deadline (e.g.,
in two weeks). A number of algorithms have been proposed
to solve the budgeted MAB problem [1, 9, 11, 12]. However,
these algorithms are not designed to work with the time bud-
get (i.e., the deadline) of the ISP and they do not consider
the group-based nature of the incentives (i.e., contests), that
is, the outcome of pulling an arm is the total aggregated out-
come of the individuals in the corresponding contest group.
Thus, as we will show in Section 4, they are not efficient
when dealing with the ISP. To illustrate the importance of
the group-based nature, consider the two cases when the
group size is 5 (i.e., 5 participants per contest) and 20 respec-
tively. Current MAB algorithms would not treat these cases
significantly differently. However, the latter clearly provides
us with more information on each pull (as it has more sam-
ples, i.e., participants). As a result, the second case requires
fewer rounds of exploration in order to achieve the same level
of understanding of the participants’ performance (e.g., after
5 pulls of an arm in the first case, we have effectively sampled
the performance of 100 individuals, but would require 20
pulls of an arm in the second case to reach that sample size).
Hence it is necessary to consider the group-based nature, in
order to determine appropriate numbers of pulls for the arms.
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In order to address this gap, we introduce two algorithms
to deal with the 2d-budgeted MABs (MABs constrained by
an overall financial budget and a time budget), which take
into consideration both the time limit and the group-based
nature of the problem.

2 PROBLEM OVERVIEW

Suppose we are going to run a crowdsourcing project. We
want to complete as many tasks as possible with a given bud-
get B before a given time. To do that, we spend that budget
on providing contests to encourage participants (referred to as
users) to perform tasks. The contests can be designed in dif-
ferent ways (which vary in performance evaluation method or
prize distribution). However, their effectiveness (i.e., average
number of tasks completed per cost unit in each incentive3)
is unknown in advance. Thus, we are interested in finding an
efficient algorithm for selecting the incentives (i.e., exploring
the effectiveness of contest structures and then exploiting the
most effective one) to maximise the total number of tasks
completed. The algorithm needs to be run without manual
tuning its situation-specific parameters, so that it can be
used by an autonomous agent.

3 ALGORITHMS

We introduce two algorithms for the ISP: HAIS (our new
approach, stands for Hoeffding-based Adaptive Incentive
Selection) and Stepped e-first (a modification of e-first [11]).
Although the algorithms are designed for incentives in the
form of contests, they can be used with many other types of
incentives, such as pay for performance or bonuses (where
the group size is 1, i.e., there are no contests).

3.1 HAIS

HAIS spends two periods to explore, and the rest to exploit.
Specifically, in the first period, it pulls the arms so that each
arm has at least a certain number of user (e.g., 20) in order
to have initial estimates of the arms’ performance. In the
second period, it applies Hoeffding’s inequality [6] to identify
a target number of users (i.e., the minimum number of users
to have in each arm after the second period) to obtain a
certain confidence level (e.g., 50%) that the current best arm
(based on the estimates) is the real best arm. Before spending
the last period for pure exploiting (i.e., pulling the best arm
with the residual budget), it conducts stepped exploiting, that
is to spread the residual budget over the periods so that it
can switch the arm if it finds that the current best arm is
not the best any more.

3.2 Stepped e-first

This algorithm is a modified version of e-first [11] that is de-
signed to run more effectively under a time limit. Specifically,
it spends eB (where € is specified in advance, e.g., 0.2) in

3To keep the presentation clear, we stick with this simple metric on
the effectiveness. However, in practice, it is possible to use more com-
plicated metrics by combining multiple aspects, such as task quantity,
task quality, and completion time.
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the first period to explore by pulling the arms evenly until
exceeding this budget. Its exploration is almost the same as
HAIS".

4 EMPIRICAL EVALUATION

To measure the performance of the algorithms, we run simu-
lations with synthetic data. We compare HAIS and Stepped
e-first with the following benchmarking algorithms with some
minor modifications (as they are not designed to deal with
the time constraint of the ISP): e-first, fKUBE [12], Stepped
fKUBE (fKUBE with stepped exploiting), Survival of the
Above Average (SOAAv) [9], and Optimal Solution (unachiev-
able in reality, that pulls the real best arm all the time).

4.1 Results and Discussion

In general, both HAIS and Stepped e-first are effective (Figure
1). Stepped e-first performs well but requires its parameter
(i-e., €) to be chosen appropriately (that might be difficult
when lack of prior knowledge). Besides, HAIS performs best
in most cases without depending significantly on the param-
eter choosing. In contrast, the others (Stepped fKUBE and
SOAAv) are not suitable for the ISP as they do not have effi-
cient ways to balance exploration-exploitation take advantage
of the time budget in the exploitation phase.
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Figure 1: Performance of the algorithms in the sim-
ulations on synthetic data with 5 arms. Mean values
and 99% confidence intervals are plotted.

5 FUTURE WORK

As our algorithms make several assumptions, we will address
these in future work in order to deal with more general
settings. To illustrate this with an example, we plan to develop
algorithms that work efficiently in the following case with
three incentives (or significantly more complex settings with
many more incentives): the first incentive might pay for every
bulk of tasks [7], the second one may be bonuses [13], and
the last one may use contests with group size of 5. In this
case, the incentives’ group sizes are different (1, 1, and 5,
respectively). Additionally, the corresponding periods might
be different in length (e.g., only 2 hours with the first two
incentives and 1 day with the last one).
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