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ABSTRACT
Intent communication is an important challenge in the context of
human-robot interaction. The aim of this work is to identify subtle
non-verbal cues that make communication among humans fluent
and use them to generate intent expressive robot motion. A human-
human reach-to-grasp experiment (n = 14) identified two temporal
and two spatial cues: (1) relative time to reach maximum hand
aperture (MA), (2) overall motion duration (OT ), (3) exaggeration
in motion (Exg), and (4) change in grasp modality (GM). Results
showed there was statistically significant difference in the temporal
cues between no-intention and intention conditions. In a follow-up
experiment (n = 30), reach-to-grasp motions of a simulated robot
containing different cue combinations were shown to the partici-
pants. They were asked to guess the target object during robot’s
motion, based on the assumption that intent expressive motion
would result in earlier and more accurate guesses. Results showed
that, OT, GM and several cue combinations led to faster and more
accurate guesses which imply they can be used to generate com-
municative motion. However, MA had no effect, and surprisingly
Exg had a negative effect on expressiveness.
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1 INTRODUCTION
Recent advances in robotics points towards a new horizon: Cage-
free robots working alongside humans in shared workspaces. To
achieve fluency and efficiency in such scenarios, partners need to
understand each other’s intent. Humans are very good at intent
expression in the context of joint action [20]. However, expressing
intent is an ongoing challenge for human-robot interaction (HRI).
For the purposes of this paper, we are interested in intent to act on
an object vs. another in reach-to-grasp motions, as in Fig. 1.

Several studies tried to solve the intent expression problem for
robots; however, very few of them looked at what makes non-
verbal communication among humans fluent. In the human-human
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Figure 1: A participant reaching to grasp one of the cylindrical ob-
jects.

cases, fluency can be achieved naturally by verbal and non-verbal
subtle cues that clarify the motion intent. We are interested in the
subtle non-verbal cues of human motion that are not recognizable
without careful consideration. These cues can be temporal, spatial,
morphological or force related.

We argue that these subtle cues can be utilized by robots to
express intent which will increase fluency of human-robot teams.
In order to identify these subtle cues, we explore human-human
interaction (HHI) scenarios in shared workspaces and collaborative
activities. There is a gap between the robotics studies and HHI
studies in the context of intent expression. We think that humans
are a valuable source of information for intent communication.

For expressing robot’s intent, multiple studies have looked at
communicative action generation. In [9], authors defined the dif-
ferences between “legible” and “predictable” motions and showed
that legible motion can improve human recognition of robot’s in-
tent. They investigated optimal legible motion generation in [10].
They also showed how legible motion improves collaboration and
how functional motion may disrupt collaboration fluency in [8].
The work in [22] defined “simple”, “curved” (defined as“predictable”
and“legible” respectively by [9]) and “straight” motions. The study
showed that straight motions improve intent expression more
than their curved counterparts. Finally, the motions defined by [9]
and [22] are compared in [6] to find that there is no optimal solution
to the intent expression problem for fluent collaboration yet. [6]
also showed that simple and straight motions can be as expressive
as the legible motion depending on robot’s anthropomorphism.
These studies do not directly use human data. Dragan et al. [9]
takes inspiration from cognitive studies to formulate the notions of
legibility and predictability. However, how much exaggeration to
produce is not clear and whether humans actually use exaggeration
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to express intent is an open question. In this paper, we refer to any
motion generated in a shared workspace scenario as communicative.

All of the aforementioned studies investigated and implemented
spatial aspects of motion. We think that temporal aspects of mo-
tion are important as well for communicating intent. Gielniak and
Thomaz [13] looked at spatio-temporal correspondence (STC) in
human motion. Using STC as a metric to optimize the temporal
aspects of motion in addition to spatial aspects improved (1) recog-
nition of motion as a common human motion, (2) accuracy of intent
identification and (3) accuracy of mimicking. Although not directly
utilizing HHI studies, this study shows that looking at human mo-
tion can be helpful in designing intent expression.

There are several relevant studies that investigate communica-
tive motion cues in collaborative human-human interactions in
the joint action psychology literature such as: identifying the ef-
fect of social intention on motion [4], stating that the information
encoding motion intent is available in motion kinematics [3], and
demonstrating that this information can be inferred from some
cues in the movement [19]. All of these studies investigated reach-
to-grasp motions and designed their experiments accordingly.

The effects of conscious, but not exaggerated, effort to make
the action communicative is investigated in [18]. The idea is that
the subtle cues would be amplified by such an effort. They demon-
strated, in two separate experiments, that there are subtle cues
in reach-to-grasp motions that make the action communicative
such as deviation from the non-communicative trajectory, time of
maximum hand aperture and time of peak closing velocity.

This prompted us to do a similar experiment to the one in Sartori
et al. [18] from an HRI perspective. Our aim was to replicate some
of their results and to identify additional cues that robots can utilize.
We modified Sartori et al. [18]’s experiment to be conducted in a
less intrusive environment for the participant by removing marker
basedmotion tracking.We identified additional cues tomeasure (see
Sect. 2.3.2). We hypothesized that these cues would improve fluency
and communication in HRI if used in robot motion generation.
We tested this by generating robot motion using these cues in
a simulated environment with a second experiment. Participants
were motivated to guess the object that the robot is reaching to as
early and as accurately as possible. We show that most cues and
cue combinations have an effect on intent expressiveness.

2 HUMAN-HUMAN EXPERIMENT
In the first experiment, our aim is to identify the intent expressive
cues in human-human interaction. We investigate how humans
reach to grasp a cylindrical object from a table, as was done in Dra-
gan et al. [9] by a robot. This is done with another cylindrical
object in close vicinity, as seen in Fig. 1. The experiment had two
conditions; with and without an observer present. The study fol-
lowed a within-subject design, i.e., all the participants performed
the experiments in both conditions in a counterbalanced order.

2.1 Experimental Setup
The experimenter and the participant take their places on opposite
sides of a table in a room where a video camera is set to record the
motions. The camera is placed diagonally, to avoid influencing the
participant, depending on participant’s handedness (i.e. if partic-
ipant is right-handed, then the camera is placed at his/her right

(a) Configuration 1 (b) Configuration 2

(c) Configuration 3 (d) Configuration 4

Figure 2: Top-view for the configurations of the objects when the
participant is right handed and sits facing the bottom edge of each
figure. Square at the bottom right shows the initial hand position.

diagonal and vice versa). Two cylindrical bottles are placed on the
table, 5 cm apart from each other, within participant’s reach. One
of the bottles is filled with water, and the other with tea (see Fig. 1).

The participants are asked to reach, grasp, take and put back one
of the objects in four configurations. These four configurations are:
(1) objects reside side-by-side (Fig. 2a), (2) one of the objects resides
diagonally in front of the other, partially blocking participant’s
reaching motion (Fig. 2b), (3) one of the objects is directly in front
of the other, partially blocking participant’s view of the other object
(Fig. 2c), (4) one of the objects is directly in front of the other, at the
edge of participant’s reach (Fig. 2d). These are designed to partially
block the straight line motion and/or vision to affect participant’s
action. The fourth configuration was designed to check if there are
any changes in participant’s motion between the cases where the
object is easy-to-reach vs. when it requires some extra effort.

The experiment starts with informing the participants. Then,
they are asked whether they are left or right handed to setup the
environment. They are also instructed to start from a predeter-
mined initial position and to always reach with the same hand. The
experiment proceeds based on the counterbalance order. In each
object configuration, the participant repeats the action twice per
object and for each configuration, the participants follow the order
of objects to reach to, based on a list provided on a piece of paper.

2.1.1 Control Case. The participants reach the bottles when
the experimenter is sitting at the opposite side of the table. The
experimenter pretends to be working on his laptop. He does not
look at the participant or engage with him/her in any way. The
participants signal the experimenter when they are done with a
specific configuration. The experimenter then switches to the next
configuration and goes back to working on his laptop.

2.1.2 Communicative (Test) Case. In this case, the experimenter
acts as an observer. The participants reach the bottles when the
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observer is sitting at the opposite side of the table but this time
paying attention to the participants’ actions. In addition, the par-
ticipants are explicitly asked to communicate their intent (i.e. which
object they are reaching to) as understandable as possible by only
the motion itself (no gaze, no pointing, no verbal communication).
Observer does not provide any feedback to the participant, the
interaction is completely non-verbal.

For counterbalancing, half of the participants start the experi-
ment with the control case while others start with the test case.

2.2 Pilot Phase
5 participants (4 male and 1 female) attended the pilot phase of
the experiment. Two of them were already familiar with the work
and thus their communicative motions were very similar to [9]’s
legible motion definition. However, the pilot phase was still useful
for identifying potential subtle communicative cues of reach-to-
grasp motions. Furthermore, pilot data was used in an a priori
power analysis to decide on the number of participants for the
main experiment.

2.2.1 Hypotheses. Following the pilot phase of the experiment,
the following hypotheses were established:

(1) Overall motion duration increases in the test case.
(2) Maximum hand aperture occurs earlier in the test case.
(3) Participants might exaggerate their motion in the test case.
(4) Grasp modality might change between configurations, and

between control and communicative (test) cases.

2.2.2 A Priori Power Analysis. An a priori power analysis using
the relative time to maximum hand aperture (see Sect. 2.3.2) was
conducted to decide howmany participants would be needed for the
experiment. This novel cue was chosen since it was not investigated
by Sartori et al. [18]. G*Power 3.1 software [12] was used for power
analysis with a calculated effect size of 0.92 based on the data
collected in the pilot phase, α error probability of 0.05 and for a
power of 0.90. The power analysis resulted in an expected power of
0.91 for a sample size of 12. To be on the safe side, the experiment
was performed with 14 participants.

2.3 Experiment Phase
2.3.1 Participants. 7 male and 7 female participants attended

the experiment (median age 21.5, all from a university campus
community). 9 of them stated that they had no robotics experience
at all, 4 of them stated that they watched some robot videos online
or had minor interactions with robots and only one of them stated
that he workd with robots but not in a research related way.

At the end of the experiment, the participants were asked to
complete a survey with the following questions:

(1) How much did you change your motion during the commu-
nicative case? (Likert scale question with 5 degrees)

(2) If you changed your motion, what were the key aspects you
put importance to?

2.3.2 Data Collection and Analysis. A total of 224 motions were
recorded with a camera, from fourteen participants in four configu-
rations reaching each bottle twice. A frame-by-frame analysis of
the resulting videos was done to identify the frames at which:

• the motion started: tstar t ,

• the hand started opening: topen ,
• the hand reached its maximum aperture: taper ture ,
• the hand reached the object (~40% of opposing digits passed
the centroid of the bottle): tr each ,

• the hand started closing: tclose ,
• the hand grasped the object: tдrasp .

This process is not as accurate as a marker based one but the
time frames are accurate to ±33ms (30 fps), and the setup is less
intrusive.

The gathered time stamps were used to calculate three variables:
Overall motion duration ttotal : It was seen during the pilot

phase that the overall motion duration increases during the com-
municative case.

ttotal = tr each − tstar t (1)
Time to maximum hand aperture tmax :

tmax = taper ture − tstar t (2)
Relative time to maximum hand aperture rmax : The time

of maximum hand aperture by itself does not seem to be a good
variable since the motion speed and overall motion duration change
between control and communicative cases. We argue that a variable
relative to the overall duration would be more robust in describ-
ing maximum hand aperture timing. It was seen during the pilot
phase that the maximum hand aperture is reached earlier in the
communicative case.

rmax =
tmax
ttotal

(3)

Other than these numerical variables, there were two qualitative
variables that were observed during the pilot study that might affect
the the communicative aspects of motion:

Exaggeration The “legible" motion defined by Dragan et al.
[9] corresponds to exaggerated gestures. During the experiment,
the reach-to-grasp motion for each participant was investigated
to identify exaggerated motions such as qualitatively noticeable
(~15cm) deviations from the regular trajectory. It was seen during
the pilot phase that the participants that had intimate knowledge of
the study exaggerated their motions significantly while the others
did so slightly and only in the edge cases.

Sartori et al. [18] also stated that deviation from the straight
trajectory might be a good indicator for intent-expressive motion.
However this deviation was at most 1.6 cm in their experiments
which is not measurable from our video recordings. Following that,
this study does not measure the actual deviation but only observes
if there is noticeable exaggeration or not.

Grasp Modality Another observation of the pilot phase was
that some participants tend to change their grasp modality between
cases (e.g. grasping the bottle from the side during the control case
vs grasping the bottle from the top for the communicative case).
Based on this, we decided to consider grasp modality as another
potential cue for communicative motion.

The previous studies in communicative collaboration worked on
spatial components of motion and they did not look at temporal
components. The first three variables describe temporal aspects
of human motion that can easily be implemented in robotics, for
example as constraints to motion planning or explicit targets to
spline based trajectory generation. As for the spatial components,
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Figure 3: 95% confidence intervals for differences between overall
motion durations (ms) and differences between relative time tomax-
imum hand aperture ratios.

exaggeration is already implemented by several studies in robot-
ics. Picking different grasp modalities is also relatively easy to
implement. There are potentially other subtle cues that humans
exhibit during communicative motion but we chose to investigate
the aforementioned five.

2.3.3 Experimental Results. The data gathered from the exper-
iments were analyzed according to the hypotheses described in
Sect. 2.2.1 based on the metrics described in Sect. 2.3.2. The partici-
pants’ responses to the post-experiment survey questions described
in Sect. 2.3.1 are also considered in this section.

Overall motion duration ttotal : Overall motion duration for
the communicative case is significantly different than the control
case with mean 650 ms in control case vs 750 ms in the communica-
tive case with p < 1e − 5 as calculated by a cumulative left-tailed
(one-way hypothesis) paired t-test. This result supports the first hy-
pothesis in Sect. 2.2.1 that the overall motion duration increases for
the communicative case. Fig. 3 provides a 95% confidence interval
that shows this increase.

Time to maximum hand-aperture tmax : This variable is cal-
culated as it was also used in [18]. Since the motion duration tends
to change between control and communicative cases, we argue that
the actual time to maximum hand aperture can be misleading.

Sartori et al. [18]’s findings showed that the maximum hand
aperture is achieved later in the communicative case. However, our
study showed that this might change with the motion duration.
Our results did not show any significant difference between the
control case and the test case for maximum hand-aperture timing
(mean 463ms. for the control case vs. 430 ms. for the communicative
case). This discrepancy between our study and [18] might be caused
by cultural differences between the participants or the differences
between the experimental task and setup.

Relative time to maximum hand aperture rmax : The rela-
tive time to maximum hand aperture gives us a more robust clue

as to whether hand aperture timing is a communicative cue or not.
The experimental results show that there is a significant difference
between the control case and the communicative case in terms of
this variable (mean 71% in the control case vs. 59% in the commu-
nicative case). This means the maximum hand aperture occurs much
earlier in motion when a conscious communicative effort is present.

For all iterations and all subjects, a cumulative left-tailed (one-
way hypothesis) paired t-test results in a p-value well below 1e-5,
supporting the second hypothesis in Sect. 2.2.1. Fig. 3 provides a
95% confidence interval that shows the relative time to maximum
hand aperture decreases in the communicative case.

Exaggeration: As opposed to the trajectories generated by [9],
we did not observemuch exaggeration in communicativemotions of
humans. There might be less than 1.6 cm of deviation as Sartori et al.
[18] measured, which is not observable from the video recordings,
contradicting the third hypothesis presented in Sect. 2.2.1. Still,
exaggeration occurred for some participants in some edge cases.
This happened in configurations 2, 3 and 4, in which one of the
bottles partially block the other one visually/motion-wise (Fig. 2).
This does not imply that exaggeration is not a useful communicative
cue for robot action generation as others in the field of robotics
showed that it is useful in communicative motion. In addition,
exaggeration is used extensively in animation [15].

Grasp Modality: Grasp modality proved to be an important
cue for communicative action for certain participants. While the
participants did not care much about how they grasped the objects
in the control case, they tend to change their grasp modality in the
communicative case. For sixteen reach-to-grasp motion compar-
isons between control and test cases and for all the participants, 103
grasp modality changes were observed out of 224 motions. Most
of the participants decided that the object that is closest to their
hand should be grasped from the front or the side while the object
that is further to them should be grasped from either the top or the
opposite side.

The change of grasp modality also caused some sort of exagger-
ation. This was not in terms of the whole motion trajectory but in
terms of how the wrist bends while the object is being grasped.

Participant Responses to Survey Questions: For the first
question, only one participant responded as “changed significantly”,
where 6 of the participants responded as “changed a little”, 6 oth-
ers responded as “did not change much” and one last participant
responded as “did not change at all”.

An important observation from the responses is that, the par-
ticipants were not aware of the relative time to maximum hand
aperture, which significantly changed for all of them. None of them
reported a conscious change in their timing, i.e, hand aperture tim-
ing, might be one of the key non-verbal communicative cues in HHI.

For the second question, most of the participants provided re-
sponses that support the subtle cues observed in this study. Some of
the participants responded that they decreased their motion speed,
while some others said that they changed their grasp modality.

Another interesting aspect which is common in four of the par-
ticipants’ responses is that they changed their body posture and
oriented their chest towards the object they were reaching to. It
can be inferred from these responses that, observations for com-
municative motion should not only check the motion kinematics
of the arm but also the body orientation and posture.
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2.3.4 Post Hoc Power Analysis. A post hoc power analysis using
the relative time to maximum hand aperture was conducted to see
if the experiments could achieve the desired target power of 0.9.
G*Power 3.1 software [12] was used to conduct the post hoc power
analysis with an effect size of 0.78 calculated through G*Power with
the data collected in the experiment phase, α error probability of
0.05 and for a sample size of 14 and it resulted with an actual power
of 0.87. Since this is very close to the a priori power analysis and the
calculated power, we decided not to include further participants.

3 SIMULATED ROBOT EXPERIMENT
The goal of the first experiment was to identify subtle commnica-
tive motion cues in humans that can be reproduced by robots. We
conlude that this goal was reached based on the positive results.
The next step is to test whether these cues are actually useful in
robotic communicative motion generation. Before going further
with an experiment that involves a real robot, the second experi-
ment was conducted with videos recorded via simulation to be able
to systematically test a large set of cue combinations. The following
four cues from the previous experiment were utilized: relative time
to maximum hand aperture (MA), overall motion duration (OT ),
exaggeration (Exg) and grasp modality (GM).

The second experiment had a 2× 2× 2× 2 multi-factorial design
based on the cues being present or not. The case when no cue is
present corresponds to the no intention case (Non). The resulting
cue combinations were used to generate robot motion for three ob-
ject configurations of the first experiment (see Sect. 2.1). The fourth
one was not investigated since no specific change between the third
and fourth configurations was observed in the first experiment.

Robot trajectories were generated with a spline-based approach:
The timings and waypoints, which result in the cues, were chosen
according to one of the first experiment participants’ motions that
has shown all of the identified communicative cues. Then, the
chosen waypoints were utilized to decide on parameter values of
a third order spline based trajectory for the end effector. In each
configuration, the robot reached both of the objects. This resulted
in 24 × 3 × 2 = 96 robot reaching-to-grasp trajectories.

The participants were shown the trajectories and asked to iden-
tify the object the robot was reaching to grasp as soon as they were
sure. They were encouraged to maximize a score that is based on
both accuracy and speed, as described in Sect. 3.3 with Eq. 7.

Screenshots from two example trajectories for the same configu-
ration and the same object can be seen in Fig. 4. The top row depicts
a trajectory with no cues (Non case) and the bottom depicts a tra-
jectory with MA, OT and Exg. The latter takes longer and reaches
its maximum aperture earlier relative to the overall duration.

3.1 Experimental Setup
The experiment is conducted via a graphical user interface (GUI).
The main function of the GUI is to display the simulated robot
videos to the participants and record their object guess. Screenshots
from the GUI can be seen in Fig. 4 and Fig. 5. All the participants use
the same computer that runs the GUI. The GUI starts with a form
to collect participant’s name, id, gender, age and robotic experience.
Then, the experiment is carried out in three steps; (1) Preview, (2)
Tutorial and (3) Actual Experiment. During the Tutorial and the
Actual Experiment, participants hit the space bar to play the next

video. They hit it again to stop the video when they are sure about
the robot’s target. Then, they are shown two buttons to make their
guess, as depicted in Fig. 5a. The specifics of the steps are as follows:

Preview: The participants are shown six videos of the simulated
robot while it is not expressing intent (Non). This step is for the
participants to get familiar with the robot’s movement so that they
will only be concerned with robot’s intent in the later steps . The
participants are not asked to understand the robot’s intent.

Tutorial: The GUI shows six videos from the Non case and six
videos from the MA + OT + Exg case, i.e. when these three cues are
active, at random. This step is for the participants to get familiar
with the GUI and the experiment. To motivate the participants in
making better guesses during the actual experiment, the calculated
participant score is shown at the end of this step.

Actual Experiment: This step involves all ninety-six videos
played in a counter-balanced order to each participant to. This is
the step where the participant data is collected for analysis.

3.1.1 Simulation. As mentioned at the beginning of Sect. 3, 96
robot trajectories were generated that correspond to different cue
combinations, object configurations and objects. These trajectories
were generated for a simulated UR5 Robot with a Barrett Hand.
ROS [17] and several ROS packages (Gazebo robot simulator [16],
MoveIt! [21], RViz [14] and trac_ik [5]) were used to generate
simulations as well as ROS-Industrial’s [11] Universal Robots UR5
and Robotnik Automation’s Barrett Hand BH8-282 [2] descriptions.
In the simulation environment, the arm sits on top of a platform, in
front of a table that has one red and one blue cylindrical object on
top. The camera is placed such that the participant will see the robot
from the opposite side of the table to have the same participant-
experimenter configuration in the Human-Human Experiment. The
resulting setup can be seen in Fig. 4.

3.1.2 Graphical User Interface. The graphical user interface is
developed using TkInter Python package with GStreamer as the
video player. The GUI shows an information form to be filled out at
the beginning of the experiment. Then it goes through the preview,
tutorial and actual experiment steps as described in Sect. 3.1. A brief
introduction text is provided before each step. Finally, it displays
participant statistics at both the tutorial’s and actual experiment’s
end screen, as depicted in Fig. 5b.

3.1.3 Hypotheses. Based on our results of the Human-Human
Interaction experiment, we hypothesize that the observed cues
can be useful for communicative motion generation by a robot.
Furthermore, we think that certain cue combinations can result in
different outcomes as compared to being just by themselves. As
such, we define our hypotheses as:

(1) The individual communicative cues (MA, OT, Exg, GM) affect
the expressiveness of the robot motion compared to the no
cue (Non) case.

(2) There are certain cues that interact with others to affect the
expressiveness of the robot motion.

(3) All the cue combination cases affect the expressiveness of
the motion compared to the no cue case.

The first and second hypotheses are evaluated using a multi-
factor repeated measures ANOVA with all possible combinations.
The third hypothesis is evaluated by paired t-tests between the Non
case and all other cue cases, for a total of 15 comparisons.
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(a) No Intent Expression at t = 0 ms (b) No Intent Expression at t = 767 ms (c) No Intent Expression at t = 1500 ms (d) No Intent Expression at t = 2000 ms

(e) MA + OT + Exg at t = 0 ms (f) MA + OT + Exg at t = 767 ms (g) MA + OT + Exg at t = 1500 ms (h) MA + OT + Exg at t = 2000 ms

Figure 4: Comparison of no intention case vs. maximum aperture + overall time + exaggeration case.

(a) Object selection screen

(b) Result statistics screen

Figure 5: GUI screens at different phases of the experiment.

3.2 Participants
20 male and 10 female participants from a campus community with
a median age of 22 attended the experiment. 25 of them stated that
they have only seen a robot in videos, 3 of them stated that they
have been interested in robotics but did not have any hands-on
experience and 2 of them had minor interactions with robots but
not in a research related way.

The participants are briefed about the study, GUI usage and the
participant score (Eq. 7) before the experiment starts. They are told
that the simulated robot does not try to mislead them. To motivate
the participants, a gift card of 13$ for a local coffee shop is promised
to one of them, selected randomly from the top three.

3.3 Data Collection
The data is collected in the Actual Experiment step. For each video
the participant watched, the following are recorded:

(1) Object configuration
(2) Target object robot is reaching towards (tarдet )
(3) Active communicative cues (see beginning of Sect. 3)
(4) Time the participant has stopped the video (tдuess )
(5) Duration of the video (tdur )
(6) The participant’s object guess (дuess)
The following measures are calculated for each participant and

each video using the collected data:
Correctness (C): Whether the participant’s guess of the target

object is correct or not. Using an Iverson bracket:

C = [дuess = tarдet] (4)

Guess rating (rдuess ): The relative point of the video the par-
ticipant has made the guess. It is a ratio between the time the video
was stopped to make a guess and the whole video duration.

rдuess =
tдuess

tdur
(5)

Guess score (Jдuess ): Participant’s guess score. It is equal to
rдuess ifC = 1 for that video and 1 ifC = 0 (i.e. it is the same as not
being able to make a guess during the whole duration of a video).
This score will be used to test the hypotheses.

Jдuess =

{
rдuess , if C = 1
1, otherwise

(6)

Using the variables above, the following two measures are calcu-
lated per participant, given n as the number of videos:

Participant score (S): This measure is for motivating the par-
ticipant to make fast and accurate guesses. This score is inversely
proportional with the guess score.

S =
n∑
i=1

(Ci (ti,dur − ti,дuess )) (7)
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Table 1: Multi-factor Repeated Measures ANOVA results. Only the
factors with p< 0.05 are shown here due to space restrictions.

Source SS df MS F p-value
OT 0.7259 1 0.7259 20.3779 <1e-5
Exg 1.0167 1 1.0167 23.0617 <1e-5
GM 4.7189 1 4.7189 101.1136 <1e-6
OT+GM 0.1384 1 0.1384 4.1701 <0.05
Exg+GM 2.0706 1 2.0706 61.5093 <1e-6
Error 109.84 2864 0.04
Total 118.75 2879

Number of correct guesses (ncorrect ):

ncorrect =
n∑
i=1

Ci (8)

3.4 Experimental Results
3.4.1 ANOVA. As mentioned in Sect. 3.1.3, a multi-factor re-

peated measures ANOVA with all possible interactions across fac-
tors was employed to evaluate hypotheses 1 (H1) and 2 (H2). H1, the
cues having effect on the expressiveness of the motion as measured
by the guess score (Jдuess , Eq. 6), is evaluated based on the main
effect results of the analysis. H2, unique effects of cue combinations,
is evaluated based on the interaction effects of the analysis. The
significant results of the ANOVA is presented in Table 1.

H1: The table shows that all the cues but MA had a significant
effect on the guess score. It can be concluded that this hypothesis
is partially satisfied. As discussed in Sect. 4, we think that the cue
MA is important for intent expression to highlight the action in
progress (reach-to-grasp) and not the target of the action, which is
what this experiment looked at.

H2: The table shows that there are two cue combinations that
result in interaction among cues: OT+GM and Exg+GM. It can be
concluded that this hypothesis is satisfied. It is difficult to inter-
pret this without further analysis which will follow. It should be
noted that three and four cue interactions were also included in
the analysis but they did not yield any significant results. The lack
of significant results for cue combinations do not imply that these
combinations have no effect but that the cues do not interact to
influence the effect directly.

3.4.2 Paired t-tests and Individual Confidence Intervals. Follow-
ing the ANOVA, we conduct 15 paired t-tests between the no cue
case and all other cue cases, based on the guess score. The previous
analysis showed which individual cues and cue combinations had
significant effect on the guess score but it did not show whether
they had a positive and negative impact, which is needed to eval-
uate hypotheses 3 (H3). Moreover, the former did not show the
effects of all the combinations. With multiple paired t-tests, we can
see the effect of individual combinations at the cost of losing statis-
tical power since each comparison will now have one eighth of the
data to work with. Furthermore, we calculate the 95% confidence
intervals of the differences between the guess score of the no cue
case and the other cases, to aid in the analysis. The results of the
t-tests are given in Table 2 and the confidence intervals in Fig. 6.

Figure 6: 95% Confidence Intervals for the differences between cue
combinations vs. Non case.

H3: 10 out of 15 cases showed significantly better results than the
Non case based on the table and the figure. OT and GM were found
to have significant effects in the ANOVA study. The discrepancy is
not a contradiction but it is due to the lower power of this analysis
as explained in Sect. 3.4.2. Combining both analyses, the number of
significant cases become 12. However, only 8 out of these 12 cases
resulted in a better guess score. The interesting observation is that
the 4 negative cases all have Exg in common. It can be concluded
that this hypothesis is partially and conditionally satisfied.The re-
sults are presented without multiple comparison correction in the
table and the figure to see the direction of the effects clearly. When
we apply Tukey’s method to correct for multiple comparisons, only
the Exg+GM combination loses significance.

As expected, the combination of all four cues result in the best
guess score. The surprising result was that exaggeration was not be
as good an intent expressing cue as previously suggested. However,
this might be due to having only a single view point with bad depth
perception (videos viewed on a screen) and only a single direction
of exaggeration (away from the non-target object in the horizontal
plane). Exaggeration might require a more detailed formulation
such as taking the observer view-point and object configurations
into account and keeping in mind that it could backfire.

4 DISCUSSION AND FUTUREWORK
Now that cage-free robotics paradigm is near, intent expression and
recognition should be investigated to improve fluency and efficiency
of human-robot collaboration. In this study, reach-to-grasp arm
motions were investigated to identify subtle communicative cues
in non-verbal interactions between humans. Our hypothesis was
that subtle non-verbal cues of human communicative motion can
be utilized in human-robot interaction and collaboration.

The human-human experiment (Sect. 2) helped us identify four
subtle communicative cues: (1) An increase in overall motion du-
ration, (2) a decrease in the relative time to reach maximum hand
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Table 2: Mean guess scores along with significance results for the
paired tests. Red box is the worst and green box is the best guess
score. Degrees of freedom is 358 for all.

Cue Combinations Mean t p-values
No Intention 0.5334 N/A N/A
MA 0.5145 1.0956 >0.05
OT 0.5036 1.5884 >0.05
Exg 0.6290 -4.6423 <1e-4
GM 0.5154 1.0203 >0.05
MA + OT 0.5152 0.8661 >0.05
MA + Exg 0.6081 -3.6584 <1e-3
MA + GM 0.5233 0.5727 >0.05
OT + Exg 0.6016 -2.9788 <1e-2
OT + GM 0.4603 3.8245 <1e-3
Exp + GM 0.4927 2.4692 <0.05
MA + OT + Exg 0.5928 -2.6275 <1e-2
MA + OT + GM 0.4584 3.7746 <1e-3
OT + Exg + GM 0.4712 3.3094 <1e-3
MA + Exg + GM 0.4851 2.9786 <1e-3
MA + OT + Exg + GM 0.4441 4.6579 <1e-4

aperture, (3) exaggeration of motion, and (4) grasp modality change
between configurations and between objects. Unexpected partici-
pant responses to survey questions showed two other interesting
finds. Firstly, none of the participants were aware of their change
about relative time to maximum hand aperture. This means, hand
aperture timingmight be one of the key aspects of non-verbal intent
expression for reach-to-grasp motions. Secondly, some participant
responses showed that the whole body posturemight change during
reach-to-grasp motions to express intent.

The answers to survey questions show that there are unidentified
cues yet to find in even this simple task. The answers also suggest
that human-human interaction should not simply be observed but
participants should be asked about their views on the study and
what seems to be important to them. These answers might help
with identification of other natural and non-verbal communica-
tion cues and features in human-human scenarios. Participants’
responses seem to demonstrate that these elements would not only
help with motion generation towards intent expression but would
also help with recognizing motion intent. If these elements are
learned by a robot, the robot could both generate motion and recog-
nize human-motion intent. This is an interesting avenue for future
work, e.g., tracking human torso orientation wih 3D cameras for
intent recognition in human-robot collaboration.

Following the human-human experiment, we have conducted
a simulated robot experiment (Sect. 3) to understand which of the
identified subtle motion cues help in generating intent expressive
robot motion. The participants used a GUI which showed videos
of a simulated robot reaching to grasp an object among two and
they were asked to identify the target as early and accurately as
possible. This experiment had a complex multi-factorial design
which required generation of trajectories based on all cue combina-
tions. The results showed that overall time duration, grasp modality
and certain cue combinations result in better guesses than no cue

condition. Relative time to reach maximum hand aperture had no
effect on the guess quality. We think that this cue is actually about
expressing the action being done rather than about the target of
the action. An interesting future work is to validate this claim by
comparing it to other actions such as reach-to-touch. Exaggeration
had a negative effect on the guess quality, unless combined other
cues. We think that this cue needs a more complicated formulation
based on observer view-point and object configurations and may
not be suitable for videos.

In this study, we did not test the identified communicative cues
in actual human-robot scenarios. The reason is that the two ex-
periments allowed us to identify and systematically test the cues
before a third HRI experiment. We think that application of such
communicative cues in a real-world robotic scenario would increase
fluency and efficiency of human-robot collaboration. An immediate
next step is to extend our work towards this direction.

This work did not consider scenarios other than reach-to-grasp
motions, and even in this scenario, only considered cylindrical
objects. Avenues of extension include considering different objects
(e.g. paper or hammer), reaching into clutter or a task-based scenario
such as collaborative assembly.

The subtle cues we have identified can be used as features in a
machine learning approach, along with other information such as
whole-body pose, gaze and object locations and object features for
intent expression. Several machine learning approaches are possi-
ble. One example is inverse reinforcement learning or inverse opti-
mal control to learn rewards/costs and generating motion through
planning or trajectory optimization. Another approach could be
learning spatio-temporal constraints (e.g. for motion duration or
when to reach maximum hand-aperture) to be used in planning.
Learning the values of the identified cues through policy gradient
methods for motion generation [7] and directly learning motion
models, for example with interaction primitives, [1] is also viable.
These approaches would automate motion generation and some of
them can be extended to intent recognition as well.

5 CONCLUSION
This paper presented two experiments. The first one, a human-
human reaching-to-grasp experiment, identified subtle cues to be
used in robot motion generation. The second one, a simulated
robot experiment, showed that these cues and their combinations
can be used to generate intent expressive robot motion with a
surprising exception. To the best of our knowledge, this is the first
study that looks at humans to get intent expressive cues in the
context of arm motions and that tests these cues in a systematic
study with a complex multi-factorial experiment design. Through
this study, it was shown that changes solely in spatial aspects of
motionmight not be enough for intent expression in HRI. This study
also shows that further investigation in human-human scenarios
might be needed to identify spatio-temporal cues in different tasks
to automate intent expressive motion generation for improving
fluency and efficiency in human-robot collaboration.

There are interesting future directions such as conducting an
experiment with a real robot, testing these cues in more realistic
scenarios, evaluating cues for expressing the action in addition to
its target and automating intent expressive motion generation.
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