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ABSTRACT
In order for socially aware agents to be truly useful, they should
have abilities associated with human intelligence, such as the ability
to detect their own mistakes from user reactions. This is an instance
of implicit feedback.

In this work we address the problem of detecting an agent’s
mistakes by identifying when the user tries to correct the agent.
We refer to this problem as the Correction Detection task. We
use a multimodal approach, using both the voice (acoustics and
non-verbal sounds) as well as the transcript of the user’s spoken
commands.
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1 INTRODUCTION
Intelligent agents that are able to interact with users using natural
language are becoming increasingly common. Popular operating
systems now come with built-in virtual assistants, such as Siri for
Apple’s MacOS and iOS, and Cortana for Microsoft’s Windows.
As another example, Amazon’s Echo speakers include the Alexa
virtual assistant. However, these assistants do not learn from their
own mistakes, in contrast to real human assistants.

When humans interact with one another, it often happens that
one person misunderstands the other. This person might then re-
alize that she made a mistake by the other person’s reaction. As
a consequence, she will not only correct her mistake, but she will
also learn for the future what the other person’s intentions were
in such a situation. For example, when a manager tells her human
assistant “I would like to promote Mary”, the assistant might reply
“I sent an email to Mary with the subject ‘You’re promoted’.” Then
the manager might reply “I would like to set a meeting to promote
her”. The human assistant will then probably recall the email and
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schedule a meeting with Mary for the promotion. The next time
the manager tells the assistant she would like to promote someone,
the assistant will remember to set up a promotion meeting.

If a socially aware agent had the ability to detect its ownmistakes
from user reactions, the agent would bemuchmore useful. This is an
instance of implicit feedback, which is the gathering of information
from users’ behavior, as they go along normally using the agent.

2 PROBLEM FORMULATION
In this work we address the problem of detecting an agent’s mis-
takes by identifying when the user tries to correct the agent. We
refer to this problem as the Correction Detection task.

A social agent with the ability to detect user corrections might
be able to fix some of the mistakes it makes. For example, suppose
a user says “create an email for Tom”, and the agent creates a new
email and sets the address to Tom’s address. Then the user says
“create an email and set the subject to for Tom”. Then the agent
might erase the email it created and create a new email in which
the subject is set to “For Tom”.

In addition, an agent might learn for the future what a particular
user means when giving a certain kind of request. In the above
example, if later on the user says “create an email for Nancy”, then
the agent will create a new email and set the subject to “For Nancy”.

In order to study this problem, we worked on a data-set in which
each pair of consecutive commands has one of three possible labels:
“new command” if the user was satisfied with the agent’s action
to the previous command and issued a new command; “command
correction” if the user was not satisfied with the agent’s action
and tried to correct it; and “ASR correction” if the first command
was not carried out properly due to wrong transcription by the
Automatic Speech Recognition (ASR) system (for example, “set
subject to Johnny” instead of “set subject to join me”).

Assume a a dataset of size n consisting of multiple users interact-
ing with a personal assistant agent. Let C = {c1, c2, ..., cn } be a set
of commands a given to a personal agent. Each of the commands, c ,
is composed of a transcript of the command, ct , and the command
voice, cv . Let t(ci , c j ) be a function that associates commands ci
and c j with a type in {new,asr , cc}, where new denotes no relation
between two commands (that is, the c j is a new command), asr
denotes that the c j was given in order to correct a malperformance
of the transcription performed by the agent, and cc denotes that
the c j , is an attempt of the user to refine and correct the ci . In this
paper we focus on the consecutive multimodal correction detection
problem, in which, for each command, ci , the value of t(ci , ci+1)
must be determined.

It is important to separate command corrections from ASR cor-
rections, because the actions to be taken by the agent are very
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Command 1 Agent Response Command 2 Label

create new email The “recipient list” field in “outgoing email” set recipient to Tom at “new command”
was set to: “tom@gmail.com”. What shall I do gmail.com
next (when executing: “tell Tom I’m running late”)?

create a contact Concept “contact” was defined successfully. a contact has an email “new command”
Please add fields to it. address

I’m running late Sorry, but I don’t understand. Would you tell Tom I’m running late “command correction”
like to teach me (say yes or just ignore)?

how long can a whale Sorry, but no answer was found. how long can whale wait “command correction”
stay underwater underwater

play the email {command:playYouTube, item:qXlgOX95Q0U} read email “command correction”

who was the present Tuesday, June 20, 2017 who was the president of “ASR correction”
of the United States the United States

in for Mariam late Sorry, but I don’t understand. Would you inform Mary I’m late “ASR correction”
like to teach me (say yes or just ignore)?

Table 1: Data-set examples

different. With an ASR correction, the agent should adjust the ASR
component and improve it, so that it does not fail next time. How-
ever, when dealing with a command correction, the agent should
undo the previous command, and execute the learning process, as
it has implicitly learned another way to say the second command.

Our approach is multimodal as it uses both the voice (acoustics
and non-verbal sounds) as well as the transcript of the user’s spoken
commands. The voice input can hold many important cues, such
as tone, speed, or emphasis on certain words. Further, voice input
can be especially useful in cases where the wrong command was
executed due to a fault in the ASR.

3 RELATEDWORK
Implicit feedback has received a great deal of attention [10, 13, 19].
In particular, search engines can use implicit feedback in order to
improve the ranking of search results [1, 11, 12, 20]. The act of
down-ranking one search result and up-ranking another can be
considered a correction performed by the search engine in response
to the user’s behavior.

Paraphrase detection is the task of deciding whether two given
sentences have the same meaning even though they use different
words [5, 7–9, 14, 17, 21, 23, 24]. Paraphrase detection is closely re-
lated to our Correction Detection problem. Indeed, a user might try
to correct an agent by repeating the previous command in slightly
different words. For example, the user might give the command
“remove the contact Tom” and the agent might not understand or
not perform it correctly. Then the user might try again in different
words by saying “delete the contact named Tom”.

However, there are some differences between paraphrase detec-
tion and the Correction Detection task. The second command might
constitute a correction of the first, even though it has a slightly
different meaning: The two commands might differ in proper names
(e.g. Tom vs. John) or in numerical quantities, and the user’s tone
of voice might indicate that he got confused in the first command.
Furthermore, in our task the order of the commands might be sig-
nificant. For example, the agent might understand the word “create”
but not the word “compose”. Hence, the order between the com-
mands “create an email for Tom” and “compose an email for Tom”
is very significant.

Multimodal deep learning has been applied to tasks such as
speech recognition, speech synthesis, emotion and affect detection,
media description, and multimedia retrieval [4, 15, 18, 22]. As far
as we know, this is the first work to apply multimodal voice and
transcript deep learning for Correction Detection.

4 THE DATA-SET
We collected a set of real interactions that users had while experi-
menting with the social agent LIA [3, 6, 16]. Our data-set contains a
series of spoken commands given to LIA by different users. For each
command we have the original voice file and the written transcript
produced by the ASR. We manually labeled each pair of consecutive
commands according to whether the second one is a correction of
the first. See Table 1 for some examples.
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