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ABSTRACT
Relation extraction is an important processing task in knowledge
graph completion. In previous approaches, it is considered to be a
multi-class classification problem. In this paper, we propose a novel
approach called hybrid BiLSTM-Siamese network which combines
two word-level bidirectional LSTMs by a Siamese model archi-
tecture. It learns a similarity metric between two sentences and
predicts the relation of a new sentence by k-nearest neighbors al-
gorithm. In experiments, we use the SemEval-2010 Task8 dataset
and achieve an F1-score of 81.8%.
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1 INTRODUCTION
Relation extraction, aiming to find the semantic relation between a
pair of entities given a sentence, is an important processing task
in knowledge graph completion. For example, in the sentence "The
<e1> fire </e1> inside WTC was caused by exploding <e2> fuel </e2>",
<e1>, </e1>, <e2>, </e2> are four position indicators which specify
the starting and ending of the entities. So, "fire" is the first entity
and "fuel" is the second entity. The sentence expresses the relation
Cause-Effect (e2, e1) between the two entities.

In previous approaches, relation extraction is considered to be
a multi-class classification problem. They use neural networks to
extract a feature vector of a sentence, and then feed it into a soft-
max classifier. For example,O ∈ Rn is the final output of the model,
where n is equal to the number of possible relation types. Then Oi
can be interpreted as the confidence score of the i-th relation type.
Finally, select the most confident relation type as the final result.
Actually, a relation type is usually expressed with certain patterns
in various sentences. For example, many sentences expressing the
relation Cause-Effect usually contain the phrase "be caused by", like
"an accident was caused by the fog" and "the spiral light was caused
by the missile". This clue provides us a new way for relation extrac-
tion that we can learn a similarity metric between two sentences
and predict the relation of a new sentence by KNN.
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Figure 1: The architecture of the proposed model.

In this paper, we propose a novel approach called hybrid BiLSTM-
Siamese network for relation extraction. The model combines two
word-level bidirectional long short-term memory neural networks
by a Siamese model architecture. The model learns a similarity
metric to distinguish pairs of sentences with the same relation from
those with different relations. We conduct experiments on a widely
used relation extraction dataset. The experimental results show
that our approach is competitive with some existing approaches,
with lower complexity.

2 METHODOLOGY
Figure 1 shows the architecture of the proposed model for relation
extraction. Themodel consists of four layers: input layer, embedding
layer, Bi-LSTM layer and Siamese layer. The input of the model
is a pair of sentences. The embedding layer transforms an input
sentence into a sequence of vectors. In Bi-LSTM layer, the pair
of inputs are passed through the twin networks respectively and
transformed into two feature vectors. Then we can calculate the
distance of these two vectors in the Siamese layer. During training
of the model, we try to project similar relation pairs nearer to each
other and dissimilar relation pairs farther away from each other.
Then, we can predict the relation of a new sentence by KNN. We
describe our proposed model in detail below.

Embedding Layer In this layer, we get a low-dimensional vec-
tor Vw for each word in the sentence. To capture syntactic and
semantic meanings of words, we use word embeddings learned
from a large amount of corpus. For each word, we look up the pre-
trained embedding matrix and get a vector Ve . There are relative
distances to entity1 and entity2 for each word. In our model, the
relative distances are mapped to vectors Vp1 and Vp2 by looking
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up position embeddings matrix which is randomly initialized and
optimized through back propagation. Finally, for each word, we
concatenate the lexical and position feature vectors and get a vector
Vw = [Ve ,Vp1,Vp2]. The input sentence is transformed into a vector
sequence which is fed into the next layer.

Bi-LSTM Layer The Long Short Term Memory(LSTM) network
is suitable for modeling sequential data. However, standard LSTM
network processes sequences in temporal order. By introducing
another layer flow in opposite temporal order, bidirectional LSTM
network is able to exploit information both from left and right. So,
for the base model, we use bidirectional LSTM. In this way, we get
the output vector Os of each input sentence S .

SiameseModelDifferent from ordinary neural networks which
take one input, the hybrid BiLSTM-Siamese network takes a pair
of inputs. The input sentences are passed through two base models
respectively and transformed into two feature vectors. AssumingOi
and O j are the outputs of the input sentences Si and Sj , we define
that d(Oi ,O j ) is the euclidean distance between the Oi and O j .
Then, we use d(Oi ,O j ) to measure whether the two input sentences
belong to same relation or not.

During training of the model, when two input sentences belong
to the same relation, we minimize d(Oi ,O j ) to reduce the distance
between the outputs. Otherwise, we try to project Oi and O j far
away from each other. The loss function is loss(Oi ,O j ) = (1 −

li j )max(0,d(Oi ,O j ))+ li jmax(0,m −d(Oi ,O j )). Here, li j = 0 when
two input sentences belong to the same relation. Otherwise, li j = 1.
m is the margin which decides by how much distance dissimilar
pairs should be moved away from each other. During training of
the model, the loss function is minimized and the parameters of the
model is updated via back-propagation.

To predict the relation of a new sentence, we need to calculate
the distance between the new sentence and some sentences which
relation types are already known. For each relation r , we get a
sample set set(r ) which is a subset of training set. When given a
new sentence, it can make pair with each sentence in sample sets.
By using the trained model, we can get the distance between the
new sentence and every sentence in sample sets. At the end, we use
k-nearest neighbors algorithm (KNN) for classification. In this way,
the new sentence is classified by a majority vote of its k similar
sentences in the sample set.

3 EXPERIMENTS
In order to evaluate the performance of our model, we use the
SemEval-2010 Task 8 dataset and adopt the official evaluationmetric
which is based on macro-averaged F1-score. Our model achieves an
F1-score of 81.8%. As shown in Figure 2, we compare our model with
previous models including SVM [4], FCM [8], CNN [9], depLCNN
[6], depLCNN+NS [6], RNN [5], MV-RNN [5], RNN [2], SDP-LSTM
[7], Att-BLSTM [10], LSTM-RNN [3] and BRCNN [1]. For some
models, they utilize rich features to achieve higher score. So, there
are two results which are called "base model" and "add features".
However, this is not a fair comparison because those models usually
use elaborately designed features, complicated natural language
processing tools and lexical resources. Compared to these models,
our model is much simple and effective.
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Figure 2: Comparison of state-of-the-art models.

Figure 3: The overview of the output in testing dataset (after
PCA dimension reduction).

To demonstrate the result of our model, we use principal com-
ponents analysis (PCA) for visualization of the outputs in testing
dataset, as shown in Figure 3. All the sentences are passed through
the base model to get outputs in the relational space. Then, we can
project the outputs onto two principal components and color all
the sentences based on the relation which they belong to. We can
find that same color points are nearer to each other.

4 CONCLUSION
In this paper, we propose a novel neural network model, named hy-
brid BiLSTM-Siamese network, for relation extraction. Our model
is a deep architecture for learning a similarity metric on a pair of
variable-length sequences, which combines two word-level bidi-
rectional LSTM models with a Siamese architecture. The model
projects similar relation pairs nearer to each other and dissimilar
relation pairs farther away from each other. We demonstrate the ef-
fectiveness of our model by evaluating the model on SemEval-2010
relation classification task.
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