
On the Importance of Representations
for Speech-Driven Gesture Generation

Extended Abstract

Taras Kucherenko
KTH Royal Institute of Technology

Stockholm, Sweden
tarask@kth.se

Dai Hasegawa
Hokkai Gakuen University

Sapporo, Japan
dhasegawa@hgu.jp

Naoshi Kaneko
Aoyama Gakuin University

Sagamihara, Japan
kaneko@it.aoyama.ac.jp

Gustav Eje Henter
KTH Royal Institute of Technology

Stockholm, Sweden
ghe@kth.se

Hedvig Kjellström
KTH Royal Institute of Technology

Stockholm, Sweden
hedvig@kth.se

ABSTRACT
This paper presents a novel framework for automatic speech-driven
gesture generation applicable to human-agent interaction, includ-
ing both virtual agents and robots. Specifically, we extend recent
deep-learning-based, data-driven methods for speech-driven ges-
ture generation by incorporating representation learning. Ourmodel
takes speech features as input and produces gestures in the form
of sequences of 3D joint coordinates representing motion as out-
put. The results of objective and subjective evaluations confirm the
benefits of the representation learning.
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1 INTRODUCTION
Conversational agents are rapidly becoming commonplace and
many of us will soon interact with them regularly in our day-to-day
lives. Humans use non-verbal behaviors to signal their intent, emo-
tions, and attitudes in human-human interactions [7, 8]. Therefore,
conversational agents also need the ability to perceive and produce
non-verbal communication in a human-like way.

An important part of non-verbal communication is gesticulation:
gestures communicate a large share of non-verbal content [9]. To
achieve natural human-agent interaction, it is hence important
to enable conversational agents to accompany their speech with
gestures in the way people do.

Most existing work on generating hand gestures relies on rule-
based methods [1, 6, 10]. These methods are rather rigid as they
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can only generate gestures that are incorporated in the rules. Con-
sequently, it is difficult to fully capture the richness of human
gesticulation in rule-based systems. In this paper, we follow a line
of data-driven methods [2, 3, 5, 11], which learn to generate human
gestures from a dataset of human actions. More specifically, we use
speech data, as it is highly correlated with hand gestures [9] and
has the same temporal character (speech and gestures are paral-
lel, aligned time-sequences). These properties make speech-driven
gesture generation an interesting direction to explore.

Our contribution is a novel speech-driven gesture generation
method that extends the deep-learning-based method in [5] to
incorporate representation learning. Numerical evaluation results
show that our system learns a mapping from human speech signals
to corresponding upper body motions better than a baseline model
based on [5]. A subsequent user study indicates that representation
learning indeed improved on the baseline model in terms of the
perceived naturalness of generated gestures.

2 REPRESENTATION LEARNING FOR
SPEECH-MOTION MAPPING

2.1 Problem formulation
We frame the problem of speech-driven gesture generation as fol-
lows: given a sequence of speech features s = [st ]t=1:T—here Mel
Frequency Cepstral Coefficients (MFCCs)—the task is to generate
corresponding, natural-looking gestures ĝ = [ĝt ]t=1:T .

The ground truth gestures gt and predicted gestures ĝt are typi-
cally represented as sequences of poses (3D joint coordinates):
gt = [xi,t ,yi,t , zi,t ]i=1:n , where n is the number of keypoints of
the human body.

2.2 Baseline speech-to-motion mapping
Our model builds on the work of Hasegawa et al. [5], with their
approach functioning as our baseline system. This baseline speech-
gesture Deep Neural Network (DNN) [5] takes MFCC features of
a speech recording as input and generates a sequence of gestures
frame by frame. The network contains three fully connected lay-
ers followed by a recurrent network layer with so-called Gated
Recurrent Units (GRUs) [4] and finally a linear output layer.
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(a) Step1: Motion representation learning (b) Step2: Mapping speech to motion repr. (c) Step3: Combining the learned components

Figure 1: The proposed encoder-decoder DNN for speech-to-motion mapping.

2.3 Proposed approach
Our intent with this paper is to extend the baseline model by lever-
aging the power of representation learning. Our proposed approach
contains three steps:

(1) We use a Denoising Autoencoder (DAE) [13] to learn a com-
pact representation z of the motion (see Fig. 1a).

(2) We learn a mapping from the chosen speech features s to the
learned motion representation z, using the same network
architecture as in the baseline model (see Fig. 1b).

(3) The two learned mappings are chained together to turn
speech input s into motion output g (see Fig. 1c).

For implementation details we refer readers to our code on GitHub.1

3 EXPERIMENTS
3.1 Data and setup
For our experiments, we used a gesture-speech dataset collected by
Takeuchi et al. [12]. The dataset contains 1,047 utterances, of which
we used 904 for training, 53 for validation, 45 for development and
45 for testing. The models were thus learned from 171 minutes of
training data at 20 frames per second, equating to 206,000 frames.

3.2 Objective comparison
We first evaluated how different dimensionalities for the learned
motion representation affected the prediction accuracy of the full
system. The evaluation of the motion jerkiness (see Fig. 2) demon-
strates that our system produces smoother motion, since jerkiness
decreased by two thirds.

3.3 User study
We conducted a 1×2 factorial-design user study with representation
learning as the within-subjects factor (baseline vs. proposed). We
used 10 utterances randomly selected from the 45 test utterances.
Example videos from the study are provided at vimeo.com/album/
5667276. Participants responded to statements (the same as in [5])
relating to the naturalness, time consistency, and the semantic con-
sistency of the motion. Each aspect was assessed through agree-
ment/disagreement (on a seven-point Likert scale) with three dis-
tinct statements. The order of the speech utterances was fixed for ev-
ery participant, but the gesture conditions were counter-balanced.

19 native speakers of Japanese (17male, 2 female) with an average
age of 26 participated in our user study onAmazonMechanical Turk.
Fig. 3 illustrates the results. A paired-sample t-test was conducted

1Our code can be found at github.com/GestureGeneration/Speech_driven_gesture_
generation_with_autoencoder

Figure 2: Average jerk of our model. Our model is signifi-
cantly closer to the ground truth jerk of 0.54 than the base-
line, which at 2.8±0.3 is far off the top of the vertical scale.

Figure 3: User study results. Higher is better. We note a sig-
nificant difference in naturalness, but not the other aspects.

to evaluate the impact of the motion encoding on the rating of the
produced gestures. We found a significant difference in naturalness
(but not the other aspects) between the baseline (M=4.16, SD=0.93)
and the proposed model (M=4.79, SD=0.89), with p<0.002.

4 CONCLUSIONS
We have presented a new model for speech-driven gesture gen-
eration that extends prior work using deep learning for gesture
generation by incorporating representation learning. The motion
representation is learned first, after which a network is trained
to predict such representations from speech, instead of directly
mapping speech to raw joint coordinates as in prior work.

Our experiments show that representation learning improved
the performance of the speech-to-gesture neural network both
objectively and subjectively. In particular, the proposed method
generated smoother motion and was rated as significantly more
natural than the baseline method in a user study.
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