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ABSTRACT
In many practical applications such as crowd-sourcing and online
advertisement, use of mechanism design (auction-based mecha-
nisms) depends upon inherent stochastic parameters which are
unknown. These parameters are learnt using multi-armed bandit
(MAB) algorithms. The mechanisms which incorporate MAB are
referred to as Multi-Armed-Bandit Mechanisms. While most of
the MAB mechanisms focus on frequentist approaches like upper
confidence bound algorithms, recent work has shown that using
Bayesian approaches like Thompson sampling results in mecha-
nisms with better regret bounds; although lower regret is obtained
at the cost of the mechanism ending up with a weaker game the-
oretic property i.e. Within-Period Dominant Strategy Incentive
Compatibility (WP-DSIC). The existing payment rules used in the
Thompson sampling based mechanisms may cause negative utility
to the auctioneer. In addition, if we wish to minimize the cost to
the auctioneer, it is very challenging to design payment rules that
satisfy WP-DSIC while learning through Thompson sampling.

In our work, we propose a data-driven approach for designing
MAB-mechanisms. Specifically, we use neural networks for design-
ing the payment rule which is WP-DSIC, while the allocation rule
is modeled using Thompson sampling. Our results, in the setting
of crowd-sourcing for recruiting quality workers, indicate that the
learned payment rule guarantees better cost while maximizing the
social welfare and also ensuring reduced variance in the utilities to
the agents.
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1 INTRODUCTION
In the real world we often encounter situations where we have to
chose among competing and strategic agents to achieve a specific
goal. These agents hold private information which is crucial to the
decision. Misreporting of the private information may lead to a
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sub-optimal outcome. Hence, we need to design a mechanism that
ensures truthful reporting of the private information, [12] chap. 9.

Designing appropriate mechanism involves designing an alloca-
tion rule and a payment rule. There are many settings like crowd-
sourcing, online advertisement etc, where auction design relies on
environmental parameters which neither the agent nor the hiring
agency is sure about. For example, in crowd-sourcing, the actual
quality of the agent is known to neither the agent nor the auc-
tioneer. Such parameters are not deterministic but are subject to
various environmental conditions, hence are stochastic or could
even be adversarial. In this paper, we restrict to stochastic settings.
In such a setting, it becomes necessary to figure out the average
values of these parameters through exploration and at the same
time ensure that the agents do not misreport their cost. However
in the presence of such learning algorithms, the strategic agents
have more freedom to manipulate. Hence it is required to design
novel mechanisms that also learn the environmental parameters.
Such mechanisms are referred to as Multi-Armed-Bandit (MAB)
Mechanisms [2, 4, 7, 8, 10, 11, 13].

In MAB, we consider each of the agents or the advertisements
as an arm. The auctioneer repeatedly selects an arm in order to
observe its performance and get an estimate of the expected reward
from that arm. The performance of an MAB algorithm is captured
through the notion of regret, which is the difference between the
expected reward from the optimal arm and the expected reward
from the algorithm. There are two popular algorithms in MAB,
one algorithm is based on the frequentist approach called as Up-
per Confidence Bound (UCB) algorithm [1]. The other technique
follows the Bayesian approach and is called Thompson Sampling
[14]. Thompson sampling is known to achieve lower regret than
the other algorithms. When designing an MAB based mechanism,
we impose restrictions on the allocation rule to ensure truthfulness
of the payment rule.This in turn affects the regret of the algorithm.
The payment rule could be 1) Deterministic, which leads to high
regret in social welfare [4, 6], or 2) Randomized, which achieves
low regret but higher variance in the utilities of the agents [3, 5].

In this paper, our goal is to designMAB based mechanisms which
ensure truthful reporting of the strategic values and achieve Al-
locative Efficiency (AE). We consider the problem of selecting high
quality service providers (agents) such that the welfare obtained
by the hiring agency (auctioneer) is maximized at minimal cost.
The welfare is dependent on the Quality of Service (QoS) provided
by the agent and is a stochastic quantity. This is a reverse auction
setting where the auctioneer pays the selected agent for its ser-
vice. The auctioneer wants to minimize the payments to the cost
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Payment TSM-D TSM-R TSM-NN
Type Deterministic Randomized Randomized

WP-DSIC No Yes Yes
EPIR No Yes Yes

Variance in 3 2 1
utility of the (highest) (lowest)
optimal agent
Cost Index 3 2 1

(highest) (lowest)
Table 1: Summarizing properties satisfied by the threemech-
anisms

optimal agents at each round (AE is satisfied). Note that, this is dif-
ferent from Myerson’s optimal auction design, which in our setting
would be same as minimizing the payments to the agents without
guaranteeing AE. In order to evaluate the payments made by our
mechanism, we introduce the notion of Cost Index (CI). It is the
expected value of the ratio of payments made by the mechanism to
the optimal payments. In our setting, we desire CI should to be as
low as possible ideally near one.

Ghalme et al. [9] propose two Thompson sampling based MAB
mechanisms TSM-D and TSM-R for solving the above problem of
crowd-sourcing. The primary aim in their paper is to achieve low
regret for the auctioneer while ensuring reduced variance in the
utilities of the agents. The lower the regret achieved by the learning
algorithm, the more likely it is for the mechanism to achieve AE.
As discussed in [9], ensuring ex-post dominant strategy incentive
compatibility (DSIC) [4, 8] is difficult as it unlikely for the agents
to have full knowledge of the future events. Instead their mecha-
nism ensures a weaker notion of truthfulness, called Within-Period
DSIC (WP-DSIC). The payment rules in TSM-D and TSM-R are
designed just to ensure WP-DSIC, but the auctioneer’s payments
to the agents are not minimized. The mechanisms also ignore the
possibility of the payment exceeding the welfare to the auctioneer.
Our analysis shows TSM-D pays very high as compared to the wel-
fare and there is non-zero probability of the payments being higher
than welfare in TSM-R. Analytically coming up with payment rules
in Thompson sampling based MAB settings is challenging. With
these shortcomings of TSM-D and TSM-R in sight, we propose a
data-driven mechanism which learns the optimal payment rule to
minimize the payments while ensuring high social welfare. We also
ensure this mechanism is WP-DSIC and Ex-post Individual Ratio-
nality (EPIR). What we propose, is a neural network andmulti-armed
based mechanism design (NN). Refer to Table 1 for a comparison
among the different payment rules. Contributions: i) Data-driven
approach for learning the payment rule in stochastic setting. ii)
The payment rule is learned to minimize the total payment while
maximizing welfare. iii) The payment rule enjoys the desirable
properties of within-period DSIC and ex-post IR. iv) The payment
is ensured not to exceed the welfare. v) The variance in the utility
to the agents decreases with time.

2 RESULTS
In this section, we discuss the different experiments conducted for
comparison with the existing approaches, TSM-R and TSM-D. In the

Figure 1: Average payments Vs Trials

Figure 2: Variance in Utility Vs Trials

extended version we explicitly define the properties the mechanism
satisfies. We discuss the network design required for the same and
other training details.

In all the experiments, we fix the bids to {30.0, 35.0}. Figure 1
shows that the average payments by the NN are consistently low,
although higher than 30 to maintain EPIR leaving the first 104 trials.
Figure 2 shows the variance in utility to the optimal agent across
the 1000 iterations for a fixed bid.

Figure 3: Cost Index Vs Trials

From the plot in Figure 3, it is clearly indicative that NN has
the least CI in all the rounds t . TSM-D has the highest CI whereas
TSM-R has considerable value although higher than NN.
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