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ABSTRACT

Personal technology such as electronic partners (e-partners) play an

increasing role in our daily lives, and can make an important differ-

ence by supporting us in various ways. However, when they offer

this support, it is important that they do so with an understanding

of our choices and what is important to us. To allow an e-partner

to flexibly do this, we propose a formal framework to automatically

derive norms which describe how to perform a certain behavior.

These norms are directly derived from the user’s actions, values

and the context they are in. In this way, the e-partner can take

into account the user’s values and offer more flexible personalized

support.
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1 INTRODUCTION

Digital technology plays an increasing role in our daily lives, and

nowadays, many systems can be seen as personal technology, or

electronic partners (e-partners). Such technology supports us in

daily life activities, from simply reminding us to take our medicine

or that we need to get up from our chair and take a walk [6, 15],

to more complex systems for monitoring your health [7, 14] or

navigation support for visually impaired people [2, 5].

As e-partners assist us on a personal level, it is important that

they understand what we want, and what is important to us [1]. For

instance how we wish to be reminded of taking our medicine, or

what route we wish to take when we are in a hurry. Many current

systems address this in the design of the technology, for instance

through holding interviews with stakeholders, and incorporating

the resulting design requirements [11]. However, the results are

often still quite rigid in their personalization, as once designed, the

system is both the same for every user, and stays the same over

time. This can be a problem as individual differences exist in what

we find important. Moreover, our preferences and situations also

often change over time.

Proc. of the 18th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2019), N. Agmon, M. E. Taylor, E. Elkind, M. Veloso (eds.), May 2019, Montreal,
Canada. © 2019 International Foundation for Autonomous Agents and Multiagent
Systems (www.ifaamas.org). All rights reserved.

In order to be able to offer more flexible support, the system

itself should not just be designed with our wishes in mind, but also

able to reason about this [13]. This means that an e-partner should

have an explicit internal representation of how the user wishes to

perform certain behavior in a certain situation. Such an explicit

internal representation allows updates, making the system more

flexible [9, 12].

To represent how a user wishes to perform a behavior given

their individual preferences and situation, formal norms can be

used. Norms are at their core rules for behavior, they express what

behavior is preferred in different contexts [8]. They can operate

both at a societal and personal level, and within computer-science

norms have, therefore, been formalized and used extensively to

model the behavior of both individual agents and agent societies

[3, 4]. As they represent rules from behavior, are based on what

we find important as people, and have been extensively modelled

formally, norms are particularly suited to be used by an e-partner

to represent how a user wishes to perform their actions.

Adding formal norms to a system allows an an e-partner to be

able to update these norms. There are several possible ways to

achieve such updates. At their core, norms are based on values

which describe what we find important, but add more detail about

what this means for choices in a given situation [11]. They are,

therefore, most likely to change when something changes in how

values relate to these choices and situations. It makes sense, there-

fore, to represent this information explicitly, and directly derive

norms from this. Then, if something changes to, for instance, the

values, the set of norms can be automatically updated. An added

advantage of such a representation is that if a user would ever wish

to manually update a norm, this would be possible as well. The

e-partner could then check if the new, manual norm conflicts with

any of the existent norms and update its knowledge accordingly.

If we would only change norms through manual input, however,

this could more easily result incomplete information, and might be

difficult for the user.

This work outlines how actions, values and situational context

can be modelled such that norms can be automatically derived, and

illustrates how such derivations can work.

2 ACTIONS, VALUES, AND CONTEXT

In this work we consider two types of norms which describe how

to perform (or not perform) a certain action. Firstly, norms which

describe what actions to perform as a part of another action, and

secondly how to do an action more concretely. For instance, a norm

can be to lock your bike as a part of stalling your bike, or a norm can

be to take short route to the doctor as a more concrete way of going
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to the doctor. In order to derive these norms we, therefore, need

information on how an action can be performed in the first place.

Firstly, information about what constitutes the different parts of an

activity and whether they are necessary for completing the action.

And secondly, information about the alternative more concrete

ways of performing an activity, where we assume that only one

alternative for performing an action can be performed at one time.

This information can be structured in a small (2-level) tree, where

the root is the activity, and the leafs the different parts of, or more

concrete ways of performing it.

Such action trees provide the e-partner with information about

the actions. However, to know which of these actions should be

performed, it also requires information about the user’s values.

And, more specifically, how these values relate to the different leaf

actions in the tree. For instance, if one can go to the doctor’s via

route A or route B, the e-partner needs to know if route A is safer

(i.e. better for the value of safety), and route B is quicker (i.e. better

for the value of efficiency), in order to decide. For this reason, we

explicitly link values to leaf actions in the trees, and use a number

to denote the strength of this relationship. This can be both positive

and negative, as actions might also demote certain values.

Finally, the situation in which these actions are performed is also

important. Route A might be safer normally due to less traffic, but

late at night this might change, as route B also has less traffic. For

this reason, we introduce the concept of context. Context is a situa-

tional factor, which influences the relationship between an action

and a value. For instance, route A might normally promote safety

by 2, but the context late at night could influence this relationship

with -5, meaning that late at night, choosing route A would demote

safety by 3.

With this information about relations between actions, how they

influence values, and the role of context, we can derive norms on

how to perform a certain action.

3 DERIVING NORMS

We propose several requirements for a system which derives norms

from information on actions, values and context. Firstly, that system

should be able to derive the norms without any further input from

the user. Secondly, the resulting norm set should enable maximal

support of the user’s values. Thirdly, the norms set should not

contain any conflicts which cannot be easily solved by the e-partner.

And finally, the norm set should not contain any norms which

are redundant, where redundancy indicates that following a norm

would not actually change the behavior of the user given all the

other norms in the norm set. For instance, if a user has an obligation

to take route A, an obligation to take route A when it is raining

would be redundant, as they are already doing that.

Taking these considerations into account, norms can be derived

in the following way. For both part-of and concretisation norms,

the first norms to be derived are for when no context factors are

present or known. Then follow the norms for one context factor at

a time, then two, etc. At each step, the value sum for the action and

context is calculated. This is the sum of the value numbers related

to that action and the value numbers of the context. Basically,

how much the values are promoted or demoted in that context by

performing that action. Then, for part of actions, the norm will

be an obligation if the value sum is positive, permission if it is 0

and a prohibition if it is negative. For concretisation actions, the

norm is an obligation for the action with the highest score for that

context, and a prohibition for the rest. If there is a tie for the highest

score, these actions become permissions and the others prohibitions,

because the concretisation actions represent an exclusive choice.

Then, for all norms, they are only added to the final norm set if

they are not redundant, so if adding them has an effect on what the

user would actually do.

In the final norm set, conflicts only occur between norms with

different numbers of context factors. To solve these, the e-partner

can follow lex specialis, which means that the most specific norm

takes precedence. In this case, this is the normwith themost context

factors. So for instance, if there is an obligation to take route A

when it is raining and a prohibition to take route A when it is

raining and you are late, the prohibition is followed. This method

of solving conflict also shows why permissions are necessary, in

some contexts an earlier, less specific obligations or prohibitions

might need to be overruled by a permission.

4 DISCUSSION & CONCLUSION

The framework we describe in this paper operates under a number

of assumptions. Firstly, relating to the value sum. We assume that

the relationship between an action and value can be denoted by a

number, and assumes ratio measurability and commensurability.

Related to this, we assume mutual independence of context factors,

as we sum the numbers when more than one context factor is

present. Neither of these assumptions are trivial, but they are often

used in order to be able to use values. Another assumption is that

information on the actions, values and context is known to the

system. This means that the system requires a way to receive this

information, for instance through asking questions to the user about

their habits.

Several directions for future work can be established. Firstly, to

develop the ideas presented in this paper into a full formal frame-

work, of which preliminary work has been done in [10]. Some

further considerations for future work are to take into account the

priorities between values; to develop the concept of context further,

for instance also including social aspects explicitly; and to take into

account societal values as well as user values. Finally, the goal of

this framework is to derive norms which tell an e-partner what

actions the user would wish to pursue. To actually support the user

in performing these actions is, therefore, also a logical next step.

In this work we present the basic outlines of a framework for

an e-partner to automatically derive norms from a user’s actions,

values and context. The norm set which results from this derivation

represents how a user would like to perform an action given their

values, and the context they are in. Using this norm set, an e-partner

could ensure promoting the users values when offering support.
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