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ABSTRACT
Preference aggregation, and specifically rank aggregation, is a well
known problem in the fields of computational social choice and
preference handling with broad application including web search
and recommendation systems. Inspired by the recent advances in
the area of deep neural representation learning, for the first time in
the literature, in this paper we leverage unsupervised deep learn-
ing techniques - especially graph embeddings - for aggregating
a collection of incomplete rank lists and accordingly we develop
an algorithm called DeepAggregation. It takes as input a set of in-
complete rank lists and constructs a multi-layer graph wherein the
nodes are the alternatives that are ranked and the edges capture in-
formation contained in the incomplete rank lists. We then compute
deep neural representation vectors (i.e. embeddings) for the nodes
and then derive the aggregated order using these representation
vectors. Our proposed algorithm can handle incomplete rank lists
with or without ties. We conduct thorough empirical analysis of the
proposed DeepAggregation algorithm using various real life data
sets such as TripAdvisor reviews data. We empirically observe that
DeepAggregation generates impressive results in comparison with
a number of well-known state-of-the-art preference aggregation
methods.
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1 INTRODUCTION
Preference aggregation, in particular Rank aggregation, problem
deals with finding a permutation (or ranking) of a set A of n alter-
natives/items by combining information from a collection of input
rankings over the alternatives inA [4, 5, 10]. This problem has a rich
history in the fields of information retrieval, meta-search, social
choice theory, e-commerce, committee decision making, and many
other fields [2, 7, 9]. There are multiple variants of rank aggrega-
tion problem in the literature such as aggregating full rank lists,
partial rank lists, top-k lists [1, 14] and other models of missing or
incomplete information.

There exist significant amount of work in economics and com-
puter science in the literature that builds the formal mathematical
basis for aggregation of rankings. This existing work can be largely
divided into two categories: axiomatic approach for aggregation and
metric approach for aggregation [14]. In the axiomatic approach,
a set of axioms are formulated to essentially characterize the un-
derlying aggregation functions [4]. Following the metric approach,
one defines a metric on the given (partial, full, or top-k) and then
computes aggregated rank order as a consensus ranking whose
total distance to the given rankings is minimized [5, 14]. Towards
addressing the rank aggregation problem, one of the fundamental
aspects is to define a measure of distance among input rank orders.
There exists significant amount of work on designing metrics for
full as well as partial rank lists [10, 14].

Though there exist a number of well known schemes for full
rank list aggregation [4], often it is not possible to rank all the
alternatives in A in several real life scenarios, such as:

• In the web search engine setting, there would be several
thousands of web pages (i.e. the set A) that are relevant for
a given query. However, the search engine would only rank
the top-k (say top 100 or 200) web pages; and

• Customers often provide reviews about a hotel where they
stay or a restaurant where they dine. In any of these scenar-
ios, in the review, the customer usually highlights the items
or facilities that she/he likes or dislikes. That is, customers
generally don’t enumerate all the facilities or items that the
hotel/restaurant provides while rating/ranking.
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Algorithm MC1 MC2 MC3 MC4 MCS1 MCS2 MCS3 MCS4 Approx Borda DA_DW DA_NV DA_Avg
DS1 41 43 42 39 37.5 42 42.5 39 36.125 38.5 37 35.5 32
DS2 33 36 33 31.5 33.5 34 33 31.5 32.96 33.5 42 36 43
DS3 44.5 39 44.5 43 44 42 44.5 40 39.115 41 39.5 46.5 45.5
DS4 40.5 40.5 40.5 40.5 46 40.5 40.5 40.5 39.655 36.5 32.5 39 40
DS5 39.5 41.5 39.5 40 42 38.5 40 37.5 37.54 37 37.5 46.5 47.5
DS6 43 39.5 43 40 38 39.5 44 36.5 37.5 34 43.5 40.5 36.5
DS7 44 39 39 40 40 39 41.5 40 31.43 33.5 31 35.5 35
DS8 48 41.5 50 44.5 34 49 43 44.5 31.22 25.5 24 30 25
DS9 43 46 40.5 40.5 41 38 42 40.5 35.72 36 34 40 34
DS10 36.5 37.5 37.5 34.5 35.5 40 37.5 34.5 36.505 37 38.5 41 38

Table 1: Sum Distance Metric based performance comparison of the proposed DeepAggregation algorithm vis-a-vis the well
known baselines using 10 datasets (labelled as DS1, DS2, ..., DS10)

As we can see from above, in many practical settings, we often
have access to only incomplete (or partially) ranked lists and thus
the task of generating aggregated rank ordering of alternatives or
finding the top-k alternatives should only work with incomplete
ranked lists [13]. Clearly it generalizes the setting of well known
full rank list aggregation. Note that there exist a few efforts [1] in
the literature to address the partial rank list aggregation problem.
In this paper, given a set A of n alternatives and a collection ofm
incomplete ranked lists, we focus on the problem of finding the
top-k alternatives according to a desired objective function or error
metric.

2 PROPOSED APPROACH
To the best of our knowledge, for the first time in the literature, in
this paper we leverage unsupervised deep learning techniques [3],
which have proven successful in natural language processing and a
number of other scenarios, into the topic of incomplete (partially)
ranked list aggregation and accordingly develop an algorithm, which
we refer to as DeepAggregation. In our approach, we consider a
collection of incomplete rank lists and then construct a multi-layer
graphwherein nodes are alternatives that are being ranked and edges
capture the information contained in the given incomplete ranked
lists. We next compute low dimensional deep neural representation
vectors (also usually referred to as embeddings) for the nodes in the
above constructed multi-layer graph such that the representations
are latent features of the nodes to capture neighborhood similarity
and community membership. We finally derive the aggregated
preference ordering of the alternatives using these representation
vectors. Figure 1 highlights the overall scheme of our proposed
approach.

Figure 1: High level view of the proposed DeepAggregation
approach

The following are a few key advantages of the proposed Deep-
Aggregation scheme: (a) It can handle incomplete rank lists both
with or without ties; and (b) Most of the state-of-the-art rank aggre-
gation algorithms (for both full rank lists and incomplete rank lists)
don’t use outside heuristic information - such as similarity scores,
reviews, and any other text in natural language - about alterna-
tives. As opposed to this, our proposed DeepAggregation approach
has the capability to efficiently leverage such natural language
based auxiliary information about alternatives while computing
the aggregated rank list.

3 EXPERIMENTAL RESULTS
We conduct thorough empirical analysis of the proposed Deep-
Aggregation algorithm using several real life data sets. We also
benchmark its performance using a number of well-known state-
of-the-art preference aggregation methods as follows.

Data Sets: We consider top 10 hotels having most user reviews
from TripAdvisor [11]. Each hotel results in an instance of our
problem wherein alternatives are the facilities provided by the hotel
and each incomplete rank list is generated from each type of the
customer category.

Performance Measurement: Following this metric, we calcu-
late the sum of distances from the aggregated rank list to the initial
rank orders and it is inspired by the Kemeny optimal ordering
principle [8]. That is, Sum Distance Metric =

∑
i ∈N d(ra , ri ), where

ra is the aggregated rank list, for each i ∈ N , ri is the i-th initial
rank order, and d(., .) is a distance metric to measure the distance
between any two bucket (rank) orders. Please refer to Section 3.1
in [14] for more details on the distance metric.

Baseline Algorithms:MC1, MC2, MC3, and MC4 algorithms
from [5]; MCS1, MCS2, MCS3, and MCS4 algorithms from [15];
Approx [1]; and Borda [16].

Our Results: Using Metric 1, Table 1 shows the performance
comparison of proposed DeepAggregation method vis-a-vis the
well known baselines. Note that DA_DW, DA_NV, and DA_Avg
refer to the proposed DeepAggregation approach with embeddings
of alternatives derived using Deepwalk [12], Node2Vec [6], and
averaging the embeddings by Deepwalk & Node2Vec respectively.
Clearly the proposed DeepAggregation method outperforms the
benchmarks in several data set instances.
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