
Stochastic Variance Reduction for Deep Q-learning
Extended Abstract

Wei-Ye Zhao

Carnegie Mellon University, Robotic Institute

Pittsburgh, PA

weiyez@andrew.cmu.edu

Jian Peng

University of Illinois at Urbana-Champaign

Champaign, IL

jianpeng@illinois.edu

ABSTRACT
Recent advances in deep reinforcement learning have achieved

human-level performance on a variety of real-world applications.

However, the current algorithms still suffer from poor gradient

estimation with excessive variance, resulting in unstable training

and poor sample efficiency. In our paper, we proposed an innova-

tive optimization strategy by utilizing stochastic variance reduced

gradient (SVRG) techniques. With extensive experiments on Atari

domain, our method outperforms the deep q-learning baselines on

18 out of 20 games.
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1 INTRODUCTION
With the help of deep learning, reinforcement learning (RL) [7] has

recently achieved remarkable success onmassive real-world applica-

tions, such as human-computer interaction [5], video games [6], vi-

sual navigation [10], goal-oriented autonomous decisionmaking [3]

and autonomous driving [2]. Q-learning [9] is one of the most pop-

ular reinforcement learning algorithms. A standard method to solve

optimization problems in Q-learning is gradient descent [4]. Since

it is expensive to compute the full expectation in the gradient, sto-

chastic methods are often used to optimize the loss function based

on gradients of small batches of samples. Despite these successes,

the inaccurate estimation of gradient as well as huge variance arisen

from RL training procedure is still the key problem of these sto-

chastic optimization methods, the inexact approximate gradient

estimation can be viewed as the distorted gradient direction.

In large scale deep Q learning problem, the Q value is repre-

sented with deep Q network with proper tuned network parame-

ters. The DQN learning process can be viewed as iteratively opti-

mizing network parameters process according to gradient direc-

tion of the loss function at each stage. Therefore, the inexact ap-

proximate gradient estimation with a large variance can largely

deteriorate the representation performance of deep Q network

by driving the network parameter deviated from the optimal set-

ting, causing the large variability of DQN performance. On the
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Mean Median

SVR-DQN 139.75% 118.02%
Double DQN 92.48% 63.13%

Table 1: Mean and median normalized scores.

other hand, if we assume the network parameter of DQN is θ , the
core learning step of deep Q learning is to minimize the gap be-

tween the estimated maximum Q value (y(s,a)) given state s and
action a and current Q value(Q(s,a;θ )) using the operation that

ˆθ = argminθE∥y(s,a) − Q(s,a;θ )∥2. It is noteworthy that
ˆθ is ob-

tained with gradient descent, thus if the gradient estimation has

a large variance, it requires more iterations of argmin operation

such that θ could reach
ˆθ , which means large gradient variance will

postpone the process when DQN gets local optima.

In this work we address issues that arise from Approximate

Gradient Estimation (AGE), and propose Stochastic Variance Re-

duction for Deep Q-learning (SVR-DQN) optimization, as shown in

algorithm 1, to accelerate the convergence for deep Q-learning by

reducing the AGE variance. We conduct the AGE variance analysis

and theoretically explain how the proposed algorithm addresses

them.We evaluate our proposed algorithm using Arcade learning en-

vironment [1]. Our experiments show that SVR-DQN optimization

algorithm can significantly reduce the delay before the performance

gets off the ground, and further lead to aggressive sample efficiency

at initial training stage. Our new strategy outperforms Adam in

both reward scores and training time on 18 out of 20 games.

2 EXPERIMENTAL RESULTS ON ATARI
GAMES

To demonstrate our method’s effectiveness, we evaluate our pro-

posed algorithm on a collection of 20 games from Arcade Learning

Environment [1]. This environment is considered as one of the

most challenging datasets because of its high-dimensional state

representation [8]. We utilize the similar neural network [6] as the

approximation of action value, taking raw images as input. The

network architecture is a convolutional neural network with three

convolutional layers and a fully-connected layer. All experiments

are performed on an NVIDIA GTX Titan-X 12GB graphics card.

In this paper, we utilize the tunned version of Double DQN al-

gorithm [8], as it somehow resolves the over-estimation issue in

Q-learning.

3 RESULTS AND DISCUSSION
Our evaluation procedure follows the description by [6], we apply

‘30 no-op evaluation’ to provide different starting points for the
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Algorithm 1 Stochastic Variance Reduction for Deep Q-learning Optimization

1: procedure Stochastic Variance Reduction for Deep Q-learning Optimization(B,η,m,α , β1, β2,b)
2: Inputs:
3: B: Training sample batch size; η: SVRG learning rate;m: Number of SVRG inner loop iteration; b: mini-batch size

4: for s = 0, 1, 2, ... do
5: Bs = B elements sampled without replacement from all training samples ▷ training sample batch

6: Calculate the anchor point:

7: µ̃s = 1

B
∑
i ∈Bs ∇fi (w̃

s )

8: w0 = w̃
s

9: for t = 1, 2, ...,m do ▷ SVRG variance reduction

10: Draw a mini-batch bt uniformly random from Bs ▷ mini-batch

11: Reduce variance and update parameter with mini-batch bt :
12: wt = wt−1 − η( 1b

∑
i ∈bt ∇fi (wt−1) −

1

b
∑
i ∈bt ∇fi (w̃

s ) + µ̃s )
13: end for
14: Calculate variance reduced gradient: дs = wm − w̃s

15: Adam optimization procedure

16: end for
17: return w̃s

18: end procedure

Figure 1: The bold lines are averaged over 6 independent
learning trials (6 different seeds). The shaded area presents
one standard deviation.

agent. Our agent is evaluated after a maximum of 5 minute game-

play, which contains 18, 000 frames, with the usage of ϵ-greedy
policy where ϵ = 0.05. The rewards are the average from 100

episodes. For each game, our agent is evaluated at the end of every

epoch (160 epochs in total). To compare the performance of our

algorithm to the Double DQN baseline across games, we apply the

normalization algorithm proposed by [8] to obtain the normalized

improvement score in percent as follows:

score
normalized

=
scoreagent − score

random

|score
Double DQN

− score
random

|
(1)

In summary, we adopt the ‘Double DQN’ and ‘random’ score

reported by [6]. We observe a better performance on 19 out of

20 games, which demonstrates the effectiveness of our proposed

algorithm.We also give the summary statistics in terms of mean and

median score in Table 1. Also, the performances of 3 representative

games are reported in Fig.1. The three games include ‘BeamRider’,

‘Freeway’, ‘Riverraid’. As can be seen in Fig.1 that out proposed SVR-

DQNmethod results in significant lower average gradient estimates,

and the variance of gradient is largely reduced. We also observe that

our method outperforms the baselines with a significant margin on

the majority of the games, and SVR-DQN leads to less variability

between the runs of independent learning trials. For the game

of Freeway, we see that the divergence of Double-DQN can be

prevented by SVR-DQN. On the other hand, the performance of

Double-DQN with Adam optimizer has a sudden deterioration at

4M iteration where the gradient variance suddenly increases.

4 CONCLUSION
In this paper we proposed an innovative optimization algorithm

for Q-learning which reduces the variance in gradient estimation,

our proposed optimization algorithm achieves significantly faster

convergence than the Adam optimizer. Our method significantly

improves the performance of Double DQN on the Atari 2600 do-

main. In the future, we plan to investigate the impact advanced

constrained optimization and explore the potential synergy with

other techniques.
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