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ABSTRACT
The demand for intelligent virtual advisors in our rapidly advancing
world is rising and, consequently, the need for understanding the
reasoning process to answer why a particular piece of advice is
provided to the user is directly increasing. Personalized explanation
is regarded as a reliable way to improve the user’s understanding
and trust in the virtual advisor. So far, cognitive explainable agents
utilize reason explanation by referring to their own mental state
(beliefs and goals) to explain their own behaviour. However, when
the explainable agent plays the role of a virtual advisor and recom-
mends a behaviour for the human to perform, it is best to refer to
the user’s mental state, rather than the agent’s mental state, to form
a reason explanation. In this paper, we are developing an explain-
able virtual advisor (XVA) that communicates with the user to elicit
the user’s beliefs and goals and then tailors its advice and explains
it according to the user’s mental state. We tested the proposed XVA
with university students where the XVA provides tips to reduce
the students’ study stress. We measured the impact of receiving
three different patterns of tailored explanations (belief-based, goal-
based, and belief&goal-based explanation) in terms of the students’
intentions to change their behaviours. The results showed that the
intention to change is not only related to the explanation pattern
but also to the user context, the relationship built with the agent, the
type of behaviour recommended and the user’s current intention
to do the behaviour.
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1 INTRODUCTION
Intelligent agents have become more acceptable in our world in
various fields such as health [28], education [5] and marketing [34].
To increase the acceptability and efficiency of intelligent agents,
those agents must be transparent by explaining their behaviour. The
importance of building explainable agents (XAs) comes from its role
in building human-agent trust [18] which plays an important role
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towards achieving the system goals (e.g. behaviour change [24]).
How an XA can communicate the reasoning behind its behaviour is
an important open problem for believable and acceptable XA [35].

The vast body of research in the human-agent interaction for
behaviour change field is built on theories and findings from the
social sciences and it is reasonable to build XAs that mimic the
natural human method of explanation. Earlier, Dennett [14] stated
that, similar to a human being, an agent can be represented with
three stances: physical, design, and intentional stances. While the
physical and design stances refer to the hardware and software that
construct an artificial agent as an entity, the intentional stance is
the rational cognitive representation of the agent which can explain
and predict the agent’s current and future actions [15]. People ex-
plain their intentional behaviours by referring to their mental state
(i.e. beliefs and desires/goals), which is called reason explanation
[37]. Malle [37], further, emphasised the importance of the use of
grammatical markers to refer to beliefs: “I think/believe...", goals:
"I want...", and to signal subjectivity: "I/He/She think(s)/want(s)...",
especially when explaining the behaviours of others.

Inspired by the Belief-Desire-Intention (BDI) model by Bratman
[9], BDI agents have been introduced which include beliefs and
goals besides intentions as themain components to drive the agent’s
actions [2]. The design of BDI agents facilitates the implementation
of XAs that use reason explanation to explain their intentional
behaviours. This ability of BDI agents is important because human
users regard the agent’s behaviour as intentional behaviour and
they expect to receive a similar explanation from the virtual agent to
what they receive from humans when they explain their intentional
behaviour [12].

The explanation process is a social process undertaken in a con-
versational form to close a gap in understanding between the ex-
plainer and the explainee [40]. The gap could be the transferred
knowledge itself or the inference of the provided knowledge [51].
According to the conversational model by Hilton [26], an expla-
nation must appropriately answer the why question and must be
relevant to the explainee. Explanation relevancy could be connected
to providing the relevant reasons behind the action (beliefs and/or
goals) [23, 30] or the relevant information to the explainee’s context
[49]. However, an agent may derive its behaviour as a result of a se-
ries of beliefs and goals, and including all of them in the explanation
will generate a long and irrelevant explanation [27]. Selecting the
relevant knowledge or the elements to build the reason explanation,
using beliefs and goals is challenging.

In this paper, we contribute to the body of research to find rel-
evant explanation patterns that could persuade a user to adopt

Main Track AAMAS 2021, May 3-7, 2021, Online

68



healthier behaviours. Explanations provided by XAs typically fo-
cus on the agent’s beliefs and goals and do not consider the user’s
beliefs and goals. In contrast, we distinguish between the agent’s
behaviour and the user’s behaviour and believe that explanation
should include the user’s beliefs and goals when the behaviours
are required to be performed by the user, not the agent. Hence, in
this paper, we investigate the following question: "How do agent’s
explanations that refer to the user’s beliefs or goals influence the user’s
intention to change the behaviours recommended by the agent?".

In Section 2 we review the most related work to this research that
leads to form our research hypotheses. In Section 3, we present how
we designed our research to test the hypotheses and the methods
used. Section 4 presents the experimental results followed by a
discussion in Section 5 and conclusion in Section 6.

2 LITERATURE REVIEW
The use of a virtual agent as a virtual advisor/therapist is compelling
in the health domain to provide advice and/or support [7, 44]. Over
the past decade, several virtual conversational agents have been
developed to improve the lifestyle of users with health problems
such as obesity and mental health [31].

Virtual agents can build rapport and trust with users via the
inclusion of relational and emotional cues [20]. However, such cues
have not been proven to be effective in behaviour change [48].
Motivating users towards healthier behaviour change is found to
be more effective when the recommendation messages are properly
designed and personalized according to users’ preferences [4].

Wheeler et al. [52] found a link between the intention to change
a behaviour and the delivered message, i.e. the recommendation to
change. Interestingly, they found that people are more likely to be
persuaded to change their behaviour when the delivered message
forms a link between their own cognition (e.g. beliefs and context)
and the recommended behaviour. Persuading a user to change a
behaviour is more effective when the motivation is internalized
which has been shown to occur when the persuasion attempt is
aligned with the user’s cognitive state: beliefs and goals [21]. In
human-human interaction, it is common to refer to our cognition,
including beliefs, goals and intention, to explain our actions [37].
Similarly, virtual agents can use their cognition to explain their
behaviour (e.g. Harbers et al. [23]). Proper explanation improves
user-agent understanding and trust and, consequently, increases the
user’s intention to follow the advice recommended by the virtual
advisor [39]. However, so far, the introduced explainable virtual
agents rely on their own cognition rather than the user’s cogni-
tion which undermines the concept of personalizing the delivered
recommendation to change a behaviour according to the user’s
thoughts and reasoning processes. In general, personalization and
the use of user models in the field of explainable virtual agents is
still very limited: about 8% of the current work [3].

2.1 Explainable Agents
Explainable artificial intelligence (XAI) has gained importance with
the advancement in automated and persuasive systems. The ma-
jority of work in XAI has been done to provide explanations for
data-driven systems such as machine learning [46]. Little work, but
rapidly increasing, has been done in the area of explainable agents

(XA), particularly, goal-driven agents [3]. People perceive virtual
agents as social entities and they respond to them socially as they
do with other humans [41]. They expect these virtual agents to
have a mental state that derives their behaviour and, thus, they
expect agents to be able to explain their behaviours [12]. Hence,
it is best to build XAs that can mimic the ways humans explain
their behaviour to others which is commonly done by referring to
their mental state [37]. Harbers et al. [23] found such explanations
have been well received by users in terms of understandability.
They, further, found that different explanation patterns, referring to
beliefs or goals, should be delivered according to the agent’s type
of action.

BDI agents are built to mimic the human cognitive reasoning
process using beliefs, desires and intentions [43]. With these el-
ements, an agent derives its actions, and consequently, explains
them. The beliefs are the context or the knowledge of the agent
about its environment; the goals are the objectives the agents can
achieve through possible stored plans in its memory, and the in-
tentions are the plans the agent is currently committed to perform.
A BDI agent triggers an action based on its beliefs and/or goals
which could be represented using a goal hierarchy tree (GHT) such
as the GHT in [22]. In any GHT, the agent’s main goal is placed
at the root of the tree and it can be achieved through one or more
sub-goals (the branches of the tree) that could be achieved in a
sequential or hierarchical order. The leaves of the tree represent the
agent’s actions. For the agent to perform an action, some conditions
must be attained. These conditions are the agent’s beliefs and all
the beliefs above the action have to be true and, consequently, the
goals/sub-goals above are achievable.

Harbers et al. [23] tested the usefulness of four different patterns
of explanation according to GHT using: the goal one-level above the
action, the goal two-levels above the action, the belief(s) above the
action, and the next/previous goal and action following the current
action depending on the place of the current action on the GHT.
Twenty non-expert new firefighting trainers evaluated the four
types of explanations within a training scenario. Trainers preferred
belief-based explanation to explain the agent’s behaviour when
only one action or conditional action(s)/goal(s) were adopted. Goal-
based explanations were more preferred but not significantly over
the belief-based explanations in procedural actions: a sequence of
actions/sub-tasks will be performed by the agent. However, expert
firefighters in a similar scenario preferred goal-based explanations.
[50].

Kaptein et al. [30] reported a difference in adults’ explanation
preferences compared to children. They designed a robot to educate
children with Type 1 diabetes when they are in a good mood; with
the ability to cheer them up, first, if they are not in a good mood.
Using GHT, they utilized the beliefs and goals that are directly above
the current actions to design the explanations. With 19 children and
19 parents, they found that both children and adults preferred goal-
based explanation over belief-based explanation but the preference
of goals over beliefs was significantly greater in the adults’ group.

The findings of the above-mentioned studies provide evidence
of the importance of the user’s profile in designing the explanation
pattern using goals and beliefs. However, the introduced XAs with
GHT utilized the beliefs and goals of the agent in the reasoning
and explanation as well. They did not take into account the human
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user’s beliefs and goals. This use of the agent’s beliefs and goals
in designing explanation patterns could be acceptable when the
agent’s actions are related to the agent’s environment. However,
such explanations may not be perceived as relevant by the user
when the agent is a personal assistant or virtual advisor and the
actions should be performed by the user.

Thus, using the user’s beliefs and goals to create the explanation
patterns, we formed our first hypothesis as follows:

Hypothesis 1. (H1) There is a difference in terms of intention to
change a behaviour between users who receive belief-based explana-
tion and goal-based explanation.

While explanation facilitates the transference of knowledge, it is
critical to select the proper knowledge to transfer. Kulesza et al. [33]
found that a complete explanation that describes the entire decision
process is more important than a simple explanation. However,
when an agent explains all of its underlying process, the explanation
would include many beliefs and goals which could be irrelevant.
Walton [51] asserted that the explanation should close a small gap
of understanding and not be too lengthy. Long explanations could
highly increase the cognitive load and lose its importance [40].
Thus, we are investigating the impact of extending the explanation
pattern by providing explanations based on both goal and belief:

Hypothesis 2. (H2) Users who receive longer explanations in-
cluding both belief and goal will show less intention to change a
behaviour compared to those who receive belief only or goal only
based explanation.

As discussed above, the influence of a type of explanation could
be linked to the user profile, hence:

Hypothesis 3. (H3) The differences, if any, in change in intention
to do a behaviour between users who receive belief-based explanation,
goal-based explanation or both are associated with the users’ profiles1.

In the health domain, a main predictor of adherence is the
therapist-patient relationship. This relationship is commonly called
therapeutic or working alliance (WA) and it is achieved when the pa-
tient and the therapist engage in a positive relationship discussing
and reaching an agreement on the therapy outcome (the goal) and
how to achieve it (the task) [8]. Therapist-patient WA was associ-
ated with significant reduction in stress [11], adherence, satisfaction
and quality of life [6]. Therefore, it is of interest to investigate if dif-
ferent explanation patterns can build different levels of user-agent
relationship:

Hypothesis 4. (H4) The three types of explanation will develop
different user-agent relationships measured by WA.

3 METHODOLOGY
As above-mentioned in the literature review, the use of BDI agents
facilitates explaining the agent’s actions using its beliefs and goals.
This is because BDI agents use their cognitive mental state in the
reasoning process. Hence, to answer the research question, we
extend and evaluate the BDI-based cognitive agent architecture
FAtiMA (Fearnot AffecTIve Mind Architecture) [16] as described
next.
1We use the word profile to include the user’s personal details (e.g. age, gender and
personality) and his/her context (e.g. study aims, upcoming exams, study stress level).

3.1 Agent Architecture
FAtiMA is an agent architecture that allows the agent to logically
reason about its actions according to its emotional and cognitive
state. Because we are interested in evaluating the impact of expla-
nation only, we have disabled the emotional appraisal component
to control the experiment environment. The agent’s emotions have
a great influence on the agent-user relationship [20, 36]. Thus, we
are using only the cognitive part of FAtiMA and extending it for
more tailored reasoning and explaining process.

As a conversational agent, the agent communicates with the
user through a designed dialogue. The agent perceives the user
through the multi-choice answers available for the user to choose
from. The agent interacts with the user by uttering the sentences
produced from the agent’s reasoning process. Originally, besides
the emotional appraisal component, FAtiMA includes the agent’s
memorywhere the agent’s beliefs and general knowledge are stored.
The action selection component takes mainly the agent’s beliefs
and logically processes them to adopt new goals and trigger the
proper actions. In order to tailor the agent’s actions towards the
user’s beliefs and/or goals and to refer to them in the explanation
process, we added a user model in the agent’s memory where the
user’s information (belief’s and goals) are stored.

In the action selection component, an explanation engine is
added that combines the user’s beliefs and/or goals that triggered
the current action and relevant knowledge. More details about
the extended FAtiMA and explanation engine are presented in a
previous work [1].

3.2 Agent Dialogue Design
We designed a virtual advisor (VA), Sarah, to encourage university
students to follow healthy behaviours shown to correlate with
study stress [45]. Those recommended behaviours were designed
carefully by specialists in the university Well-being Service Centre
and are usually delivered as a pdf or text on the university website.

The agent starts the conversation by introducing herself, wel-
coming the user and introducing her goal of the interaction: pro-
viding some tips to help manage study stress. The dialogue ends
with a farewell conversation. Similar to the concept of GHT, the
agent’s actions (recommendations) are designed to be triggered
when a particular belief(s) and/or goal(s) of the user are attained.
The agent’s main goal is to reduce study stress which includes a
series of sub-goals (i.e. recommended activities). In this study, the
agent recommends three activities: participating in a study group,
doing regular physical activities and meeting new people. Those
three behaviours have been found to be more difficult to change
in university students [1]. When the agent adopts a sub-goal (to
recommend an activity), it enters into a dynamic conversation with
the user to elicit his/her beliefs and/or goals to find the relevant
recommendation to this user according to the available informa-
tion. After that, the user asks the agent the why question before
he/she receives an explanation. Figure 1 presents an example of
the conversation between Sarah and a student who believes that
studying in a group is wasting time. The student selected this belief
from a list of various possible beliefs about studying in a group.

Explanation provides the user with two aspects: the relevancy of
the recommendation to the user by stating the user’s belief(s) and/or
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Figure 1: Belief-based XA-student conversation snippet

goal(s) and extra information relevant to this context explaining
how the user could follow the recommendation and how it could
help achieving his/her goal [26, 49]. Following Malle [37], the agent
uses the phrase "you think/find..." to refer to the user’s beliefs and
the phrase "you want to.,." to refer to the user’s goals.

3.3 Study Design
We designed one VA (Sarah) with three types of settings: belief-
based explanation, goal-based explanation, and belief&goal-based
explanation. In the three settings, the agent chats with the user to
elicit the user’s beliefs and goals, recommends the same recommen-
dations in a similar order, but it uses different explanation patterns
according to the enabled setting. The XVA was designed using
the Unity3D game engine and integrated with FAtiMA. The par-
ticipants have been recruited through the university channel and
participation was completely optional. The students were granted
course credit upon completing the study. The study was announced
as an online study where the students were able to finish it anytime
and anywhere.

Before the interaction, the students received a consent form,
and series of questionnaires covering demographics (age, gender,
culture), study (achievement aim, if having exam in the following
two weeks, course and year of study), personality, propensity to
trust and behaviour intention. In the behaviour intention question-
naire, the participants have been asked to rate their intention to
do the three activities on 5-point Likert scales (from never to al-
ways). Before interacting with the XVA, the students were asked
to indicate their emotional feeling towards their studies (stress
level) on a scale 0: extremely relaxed to 10: extremely stressed. The
scale is designed following the subjective units of discomfort scales
(SUD) [47]. Participants are then asked to interact with the XVA.
After the interaction, they were asked again to score their study
stress level and complete the behaviour intention questionnaire.
Moreover, they completed the trust and WA questionnaires.

Although there are several theories to describe personality, the
big 5 factors model is a widely used and well regarded personality
model [19]. The model is comprised of five factors: extraversion,
agreeableness, conscientiousness, openness to new experiences and
emotional stability. We used the brief questionnaire developed by
Gosling et al. [19], called ten-item personality inventory (TIPI),

comprising 10 items to measure the five traits using 7-point Likert
scales from strongly disagree to strongly agree.

To measure the agent-user relationship, we utilized two ques-
tionnaires: trust and WA questionnaires. The WA inventory [25] is
a common measurement of the therapist agent-user relationship;
however, the built alliance could be a result of a user tendency to
trust others in general (trait-like alliance) or of the therapy process
(state-like alliance) [54]. Therefore, we included the trust ques-
tionnaire which is adapted from Mayer and Davis [38] to measure
the propensity to trust others in general besides trust and trust-
worthiness sources: ability, benevolence and integrity. The WA
questionnaire is the short form of working alliance inventory [25]
that measures three elements of WA: task, goal and bond. We also
asked the participant to rate their liking for the XVA using one
question: "I like the agent". The trust, liking the XVA, and WA ques-
tionnaires’ items are measured using 5-point Likert scales: from
strongly disagree to strongly agree for items of the trust question-
naire and liking the XVA, and from seldom to always for items
of the WA questionnaire. Further, we provided the participants
with the option "Not applicable" next to the scales to choose when
they think the question is not applicable to the situation because
human-human measures are not always perceived as appropriate
for measuring human-agent interactions or relationships [42].

To see whether the explanations had a lasting effect, three weeks
after completing the study, participants were sent an email invi-
tation to complete a short follow-up survey containing the same
behaviour intention questionnaire for the three behaviours. The
surveys have been designed using Qualtrics and the data has been
analysed using SPSS. Due to the use of ordinal data (Likert scales)
in the questionnaires and the number of the participants in every
group, we opted to use the non-parametric tests in analysing the
data [13].

4 RESULTS
4.1 Participants
In total, 91 university students participated voluntarily in the study
and were assigned randomly to one of the experiment groups:
belief group (age:𝑚𝑒𝑎𝑛 = 26.00,𝑚𝑒𝑑𝑖𝑎𝑛 = 19.00, 𝑆𝑇𝐷 = 12.222),
goal group (age:𝑚𝑒𝑎𝑛 = 25.87,𝑚𝑒𝑑𝑖𝑎𝑛 = 19.00, 𝑆𝑇𝐷 = 11.471), or
belief&goal group (age:𝑚𝑒𝑎𝑛 = 27.67,𝑚𝑒𝑑𝑖𝑎𝑛 = 28.5, 𝑆𝑇𝐷 = 8.938).
About 70.3% of the participants were under 30 years of age and
from different cultural backgrounds, mainly: 29.7% Oceania, 16.5%
Northern-Western Europe, and 16.5% South-East Asian. About 50%
of the participants completed the follow-up survey as shown in
Table 1. The table also reports the personality test results for the
participants in each group. There were no significant between-
group differences in terms of participants’ age or personality.

4.2 Study Stress
Participants showed statistically significant reduction in their study-
related stress after interacting with the XVAs in the three groups.

Table 2 reports the means, standard deviations and the analysis
results using Wilcoxon signed ranks (SR) test. The Kruskal-Wallis
test reported no statistically significant difference in stress between
the three groups before interaction, indicating a fair distribution of
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Table 1: Participants distributions among the three groups and their personality stats

Setting #Interacted
with VA

Extraversion Agreeableness Conscientiousness Openness to
experiences

Emotional
stability #Completed

followup
𝑀 𝑠𝑡𝑑 𝑀 𝑠𝑡𝑑 𝑀 𝑠𝑡𝑑 𝑀 𝑠𝑡𝑑 𝑀 𝑠𝑡𝑑

Belief 33 4.05 1.655 4.68 0.999 4.79 1.186 4.92 1.016 3.74 1.485 19
Goal 34 3.57 1.431 4.91 0.830 4.99 1.464 4.90 1.153 3.84 1.397 13
Belief&Goal 24 3.71 1.301 4.79 1.179 4.98 1.202 5.00 0.821 4.02 1.339 14

Table 2: Study stress stats

Group
Before

interaction
After

interaction
Wilcoxon
SR test

𝑀𝑒𝑎𝑛 𝑠𝑡𝑑 𝑀𝑒𝑎𝑛 𝑠𝑡𝑑 𝑍 𝑝

Belief 6.52 2.108 5.21 2.132 -3.543 <.001
Goal 5.74 2.416 4.21 2.293 -3.534 <.001
Belief&goal 5.58 2.020 4.50 2.187 -2.913 <.01

the participants among groups, and no significant between-group
differences in terms of stress reduction.

4.3 User-agent Relationship
4.3.1 Trust. The participants in the three groups reported average
propensity to trust others in general:𝑚𝑒𝑎𝑛 = 3.08 with 𝑠𝑡𝑑 = .378
for the belief group,𝑚𝑒𝑎𝑛 = 3.12 with 𝑠𝑡𝑑 = .445 for the goal group,
and𝑚𝑒𝑎𝑛 = 3.18 with 𝑠𝑡𝑑 = .344 for the belief&goal group with
no between-group significant difference, which confirms the fair
distribution of the participants among the groups. The reliability
of the trust questionnaire was high with Cronbach’s 𝛼 = .914.

Table 3 reports the results of analysing the responses of the trust
questionnaire. Kruskal-Wallis test reported no significant differ-
ences between the three groups in terms of ability, benevolence,
integrity or trust. The table, further, presents the total number of
times (in percentages) the participants responded to any item of
the specified construct as not applicable (NA). Thus, the reported
means of the constructs are calculated as the average of only the
valid responses on the Likert scales.

4.3.2 Working Alliance. The statistics from analysing theWA ques-
tionnaire are presented in Table 3. The questionnaire reliability,
Cronbach’s 𝛼 , was .960. Similar to the trust’s statistics, the table
presents the number of participants who selected the "not appli-
cable" option, in percentages, for each construct. Kruskal-Wallis
test reported no significant difference between the three groups for
task, goal, or bond scales.

4.4 Behaviour Change Intentions
Table 4 presents the statistics of the participants’ intentions to do
the three behaviours before interacting with the assigned XVA, im-
mediately after the interaction and three weeks later. The analysis
reveals significant greater intentions to do the three behaviours
after interacting with belief-based XVA and goal-based XVA com-
pared to their intentions before the interaction. Participants who
interacted with belief&goal-based XVA showed significant change

in their intentions to do physical activity and to meet new people
but not to join a study group. There were no between-group signif-
icant differences in the intention change of the three behaviours.

Analysing the responses of the participants to do the three be-
haviours after 3 weeks of the interaction revealed no significant
change in the participants’ intentions to do the behaviours com-
pared to their intentions after interactingwith the XVA immediately.
The intention changes at both points (immediately after interac-
tion and after 3 weeks) were significantly correlated for joining
a study group (Spearman’s 𝜌 = .437 𝑎𝑡 𝑝 = .002), doing physical
activity (Spearman’s 𝜌 = .325 𝑎𝑡 𝑝 = .028) and meeting new people
(Spearman’s 𝜌 = .443 𝑎𝑡 𝑝 = .002).

To find if the changes in the intentions are related to the users’
profiles, several tests have been conducted depending on the type
of factors: age, gender, personality, and study stress level. About
55.8% of the participants were 20 years old and younger, hence, the
participants were assigned into two groups: older than 20 years,
and 20 years or younger. For participants aged older than 20 years,
there was no significant difference between the three experiment
groups in their intention changes with the three behaviours. For
participants 20 years and younger, Mann-Whitney test reported sig-
nificant differences in the change in intention to join a study group
between belief and belief&goal groups (𝑍 = −3.021 𝑎𝑡 𝑝 = .003),
and between goal and belief&goal groups (𝑍 = −2.627 𝑎𝑡 𝑝 = .005)
where participants in both the belief group and goal group showed
higher intentions to change than those in the belief&goal group. For
the study stress factor, the stress level was moderately correlated
with the change in intention to join a study group in the belief
group only (Spearman’s 𝜌 = .441 𝑎𝑡 𝑝 = .010). No further associ-
ation was found between the changes in the intentions and other
factors: gender, personality, achievement aim (high: distinction and
high distinction vs. low: credit and pass) and having exam (yes/no).

To study how the user-agent relationship impacts intention
change, binary logistic regression was run to explore the factors
that can explain the variance in the intention to change the three
recommended behaviours. The models’ outcomes (the intentions
changes) were coded as 0 for negative and no change in the inten-
tions to do the behaviours, and as 1 for positive changes. Two levels
of binary logistic regression models were performed to explore
if the source of the variation in intention change were related to
the users’ profiles only or also to the relationship built with the
XVA. In the first level, the factors in the users’ profiles were used
as predictors including: age, gender, personality, stress level, study
achievement aim, having exam or not, and the intention to do the
behaviour before the interaction with the XVA. The models were
statistically significant in predicting the intentions to do the three
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Table 3: Trust andWA stats measured on 5-point Likert scales. NA stands for "not applicable" and indicates howmany NAwas
reported, and VR stands for "valid response" on the Likert scales

Construct Belief-based explanation Goal-based explanation Belief&goal-based explanation
NA VR 𝑀𝑒𝑎𝑛 𝑠𝑡𝑑 NA VR 𝑀𝑒𝑎𝑛 𝑠𝑡𝑑 NA VR 𝑀𝑒𝑎𝑛 𝑠𝑡𝑑

Trust and trustworthiness
Ability 0% 100% 3.45 0.667 0% 100% 3.59 0.846 2.5% 97.5% 3.46 0.671
Benevolence 0% 100% 3.12 0.919 0% 100% 3.36 1.009 4.2% 95.8% 3.30 0.765
Integrity 0% 100% 4.00 0.718 0% 100% 3.99 0.702 0.0% 100.0% 4.02 0.634
Trust 0% 100% 2.95 0.863 0% 100% 3.06 0.857 1.0% 98.9% 2.94 0.618

WA
Task 2.3% 97.7% 2.67 0.936 11.0% 89.0% 2.93 1.239 5.2% 94.8% 2.80 0.918
Goal 5.3% 94.7% 2.45 0.96 12.5% 87.5% 2.90 1.195 8.3% 91.7% 2.59 1.096
Bond 19.7% 80.3% 2.62 1.176 16.9% 83.1% 2.92 1.213 24.0% 76.0% 2.69 1.162

Liking the XVA 15.2% 84.8% 2.68 1.124 5.9% 94.1% 3.03 1.307 16.7% 83.3% 3.00 1.124

Table 4: Behaviour change intentions stats

Activity Before interaction After interaction Follow-up Wilcoxon signed ranks test
(before vs after interaction)

𝑀𝑒𝑎𝑛 𝑠𝑡𝑑 𝑀𝑒𝑎𝑛 𝑠𝑡𝑑 𝑀𝑒𝑎𝑛 𝑠𝑡𝑑 𝑍 𝑝

Belief-based explanation group
Study in a group 2.18 0.917 2.70 0.951 2.42 .902 -3.532 <.001
Do physical activity 3.03 1.262 3.48 1.121 3.79 .976 -2.879 .004
Meet new people 2.55 1.063 2.97 0.984 2.84 1.015 -3.300 .001
Goal-based explanation group
Study in a group 2.24 0.89 2.62 0.779 2.54 1.050 -2.427 .015
Do physical activity 3.03 1.087 3.38 0.954 3.00 1.155 -3.207 .001
Meet new people 2.56 0.786 3.00 0.921 2.62 .768 -3.095 .002
Belief&goal-based explanation group
Study in a group 2.29 0.859 2.46 0.977 2.29 1.069 -1.633 .102
Do physical activity 3.25 1.073 3.71 1.122 3.00 .961 -2.598 .009
Meet new people 2.54 0.658 3.13 0.68 2.93 .730 -2.841 .005

behaviours. For joining a study group (𝜒2 (5) = 16.820, 𝑎𝑡 𝑝 = .005,
Nagelkerke 𝑅2 = .230 (i.e. the explained variation in the depen-
dent variable based on the model= 23%)), the significant source of
variations in the intention changes were: the intention to do the
behaviour (odd ratio (OR)=.507, 95% confidence interval (CI)=(.280–
.919)), and stress level (OR=1.379, 95% CI=(1.069–1.779)). And for
doing a daily physical activity (𝜒2 (3) = 14.319, 𝑎𝑡 𝑝 = .003, Nagelk-
erke 𝑅2 = .230), the significant source of variation were the inten-
tion to do the behaviour (OR=.457, 95% CI=(.262–.795)), and agree-
ableness (OR=1.758, 95% CI=(1.009–3.065)). Finally, for meeting new
people (𝜒2 (3) = 25.653, 𝑎𝑡 𝑝 =< .001, Nagelkerke 𝑅2 = .339), the
significant source of variations in the intention changes were the in-
tention to do the behaviour (OR=.250, 95% CI=(.119–.523)), openness
to experience (OR=2.099, 95% CI=(1.218–3.619)), and having upcom-
ing exam (OR=3.083, 95% CI=(1.081–8.796)). In the Second level, the
user-agent relationship factors (liking the XVA, trustworthiness,
trust, and WA scales) were included as predictors in the regression
models. The models were also statistically significant in predicting
the intentions to: join a study group (𝜒2 (5) = 26.660, 𝑎𝑡 𝑝 < .001,
Nagelkerke 𝑅2 = .401 with 76.9% classification accuracy), do a

daily physical activity (𝜒2 (5) = 28.094, 𝑎𝑡 𝑝 < .001, Nagelkerke
𝑅2 = .380 with 72.7% classification accuracy) and meeting new
people (𝜒2 (4) = 32.598, 𝑎𝑡 𝑝 =< .001, Nagelkerke 𝑅2 = .415 with
70.5% classification accuracy). Table 5 presents the details of the
second level regression model.

5 DISCUSSION
The main research goal of this study is to build a virtual advisor that
tailors its advice and explains why this particular advice is given
by citing the user’s beliefs and goals instead of the agent’s beliefs
and goals. The influence of the use of belief-based explanation vs
goal-based explanation or a combination of both were measured in
terms of the system outcome: behaviour change intentions.

The XVA delivered three tips to the participating students to
reduce their study-related stress. The results showed that students
statistically significantly felt less stressed after interacting with the
three versions of the XVA which indicates that students found the
XVAs’ advice relevant and helpful to them in study planning and
reducing their stress. Students’ comments at the end of the study
confirm this conclusion such as "It was very interesting to see the
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Table 5: The binary logistic regression models with user’s profile and user-agent relationship scales as predictors

Predictor B Stand. error Wald df 𝑝 𝐸𝑥𝑝 (𝐵) (95% 𝐶𝐼 )
Behaviour: join a study group

Intention to do the behaviour -.882 .354 6.210 1 .013 .414 (.207–.828)
Age .045 .026 2.920 1 .087 1.046 (.993–1.102)
Task .907 .277 10.708 1 .001 2.477 (1.439–4.264)
Constant -3.378 1.593 4.495 1 .034 .034 -

Behaviour: do a physical activity
Intention to do the behaviour -1.003 .304 10.848 1 .001 .367 (.202–.666)
Agreeableness .557 .294 3.582 1 .058 1.746 (.980–3.108))
Openness to experiences .501 .301 2.770 1 .096 1.650 (.915–2.975)
Integrity 1.390 .659 4.448 1 .035 4.015 (1.103–14.612)
Trust .923 .424 4.749 1 .029 2.517 (1.097–5.774)
Constant -5.443 2.597 4.393 1 .036 .004 -

Behaviour: meet new people
Intention to do the behaviour -1.545 .402 14.778 1 <.001 .213 (.097–.469)
Openness to experiences .670 .297 5.103 1 .024 1.954 (1.093–3.495)
Having exam (yes) 1.411 .590 5.719 1 .017 4.101 (1.290–13.040)
Trust .952 .381 6.243 1 .012 2.591 (1.228–5.467)
Constant -3.500 1.742 4.036 1 .045 .030 -

advice and responses to my own personal encounters with studying.",
"This experiment was useful. It is reflecting on where I was in terms of
my study schedule and plans. I will be using the tips provided within
my daily routines.".

Participants in the belief group and goal group reported sig-
nificant increase in their intentions to do the three behaviours
recommended by the assigned XVA. The results failed to capture
any between-group difference in terms of intention to change to
support H1. The belief&goal group reported no significant change
in their intentions to join a study group. Although this low inten-
tion to change was only found in one behaviour, it supports H2
that longer explanation can inhibit a user’s intention to change
which could be a result of increase in the cognitive load [40]. The
belief&goal-based XVA’s dialogue is longer than the belief-based
and goal-based dialogues with about 35% and 29% more words, re-
spectively. Younger participants (20 years old and younger) showed
significantly less intention change to join a study group after re-
ceiving belief&goal explanation compared to the other two types of
explanations. This significant difference persists up to age 30 years.
Further, highly stressed students can be motivated to join a study
group by receiving belief-based explanation where stress level and
intention change in the belief group were positively correlated.
Hence, elements of the user profile can be determinants of which
type of explanation a user should receive to motivate their intention
change, which supportsH3. Results from binary logistic regression
explained how different factors from the user profile can predict the
intentions to change. Context-aware XVAs should tailor its advice
and explanation further according to the user profile and user’s
current context which could help motivating the user to change.
For example, for students having an upcoming exam, the XVA can
recommend the student to meet new people to cope with the study
stress.

In the university setting, emotional stability has been found to be
a significant predictor of stress vulnerability [10]. As a functional
stress coping behaviour, students seek study support from univer-
sity peers, particularly for first year students as they experience
higher stress levels compared to others in the following years [17].
In this study, stress level was significantly correlated with emotional
stability (Spearman’s 𝜌 = −.400 𝑎𝑡 𝑝 < .001) and, considering the
user profile factors only, stress level was the significant predictor
of the change in the intentions to join a study group. For every
one-unit increase in the stress level, we expect a 1.379 increase in
the log-odds of intention to join a study group, holding all other
independent variables constant. This can been seen as a compelling
reason to use an XVA, particularly belief-based XVA, that can be
available any time to motivate students to join a study group and
help them deal with their study stress.

Agreeableness was found as a significant predictor of the change
in the intention to do physical activity using the user profile factors
only. Prior meta-analysis reported that agreeableness and openness
to experiences are weakly to not correlated with doing physical
activity; however, this general conclusion, as reported in the meta-
analysis, did not take age into consideration where age was found
to mediate the association between the agreeableness and physical
activity. The effect of agreeableness was clearer with people under
35 years old. About 76.9% of the participants in this study were
under 35 years of age, thus, it is more likely to have agreeableness
as a predictor for the intention to do physical activity.

Moreover, it is noteworthy to mention that the study has been
conducted during the COVID-19 pandemic (February-June 2020).
The advice to do the activities has been adapted to suit the govern-
ment’s guidelines in place during this special time. The XVA, for
example, recommended walking alone or with a friend considering
the social distancing and within the restricted local area only. No
regular physical activity such as going to a gym or group activities
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were recommended. Similarly, the XVA recommended different
strategies to meet/interact with new people virtually over the in-
ternet. These COVID-19 specific modifications could explain the
variation in the results of this study compared to previous findings.
Recent studies on personality and complying with the COVID-19
restrictions reported that higher agreeableness is a main predictor
of restriction compliance and open to experiences are highly corre-
lated with behaviour awareness during this pandemic [32, 53]. As
a result, agreeableness and openness to experiences are the only
personality traits found as predictors for the intention change to do
physical activity and to meet new people. Moreover, as an impact
of COVID-19, the participants in the follow-up survey reported the
difficulty to do regular exercise so their intentions decreased in the
two groups (goal and beliefgoal groups). However, the intention
to do physical activity was statistically significantly higher in the
belief group at 𝑝 < .05 and borderline in the goal group, 𝑝 = 0.05
compared to the baseline (before interaction).

The two level binary regressionmodels indicate that some factors
from the user profile only can significantly explain around 23% of
the variance in the intention change to join a study group and to do
physical activity, and 34% of the variation in the intention change
to meet new people as presented in Section 4.4. These variances
could be explained further, up to 40%, 38%, and 41% for the three
behaviours (Table 5), respectively, by including factors related to the
user-agent relationship. Further, the differences in the models for
the 3 behaviours revealed that the process of motivating a user to
follow a particular recommendation or change a specific behaviour
depends on different factors. Previously, for instance, Hagger et al.
[21] found that personal attitudes impact the intention to change
the dieting behaviour but not exercise while perceived control
increases the intention to exercise more than dieting.

The user-agent relationship was measured using the trust and
WA questionnaires. The results are reported in Table 3. No between-
group differences were captured for all the scales and, hence, H4
cannot be accepted. The trustworthiness scales (propensity, ability,
benevolence, and integrity) are utilized in the study to capture
the source of trust in the XVA. The propensity to trust strangers
was not correlated with trust in the XVA which indicates that the
participants perceived the XVA as trustworthy (state-like trust) and
not because they tend to trust strangers (trait-like trust) [54]. Trust
was moderately to strongly correlated with ability (Spearman’s
𝜌 = .656 𝑎𝑡 𝑝 < .001), benevolence (Spearman’s 𝜌 = .461 𝑎𝑡 𝑝 <

.001), and integrity (Spearman’s 𝜌 = .547 𝑎𝑡 𝑝 < .001). Although
the participants had the chance to mark the trustworthiness and
trust questions as "not applicable", they did not take that option
after interacting with belief-based or goal-based XVA, whereas
0%-4.2% did after interaction with the belief&goal-based XVA. The
user-agent trust was associated with the changes in intentions
to do physical activity and to meet new people. Participants who
trusted the XVA were about 2.5 times more likely to change their
intentions to do physical activity and to meet new people than
those who did not build trust in the XVA. The XVA integrity was
significantly associatedwith the intention change for doing physical
activity with high odd ratio equal to 4.015. This positive and trust
relationship built with the agent can explain the persistence of the
intention to do the behaviours after 3 weeks of the interaction.

The WA results presented in Table 3 show that the participants
marked the bond questions the most as not applicable, compared
to other constructs, to describe their alliance with the XVAs. The
participants in the belief&goal group scored the highest percentage
of perceiving the bond questions as not applicable (24%) which
could be due to the long discussion about their beliefs and goals,
followed by participants who discussed beliefs only (19.7%) and then
the goal only group (16.9%), who engaged in the briefest discussion.
A similar pattern can be noticed with the participants’ responses
to how much they liked the XVAs. A prior study by Jeong et al.
[29] found that when the agent interferes with the user’s privacy,
it could impose a feeling of discomfort. Thus, future work should
incorporate measuring how the user perceives the agent asking
to disclose his/her beliefs and goals to the agent and if this act
influences the treatment outcome.

6 CONCLUSION
Prior studies concluded that the use of beliefs or goals in the ex-
planation should be delivered according to the agent’s action and
the user’s profile. However, little is known how those types of
explanations are perceived by the user when the action should
be performed by the user such as those actions recommended by
virtual advisors. In this study, we investigated the influence of re-
ferring to the user’s beliefs and goals to explain why an action
should be taken by the user. Three patterns of explanations have
been investigated including user’s beliefs, goals, or both beliefs
and goals. Although there was no difference between receiving
belief-based explanation and goal-based explanation on the user’s
intention to change a behaviour, receiving a longer explanation
that includes beliefs and goals tends to hinder the motivation to
change the intention to do some behaviours. The preference to re-
ceive belief-based or goal-based explanation over belief&goal-based
explanation was linked to the user profile with some behaviours
(e.g. younger students were less motivated to join a study group
after receiving belief&goal-based explanation).

We can conclude that the explanation pattern does not influence
the user-agent relationship which is a great predictor of behaviour
change. The participants rated the XVAs almost similarly as trust-
worthy and they built similar level of WA with the different XVAs.
Besides the user profile, this relationship can predict the intention
to do the recommended behaviours. However, different behaviours
can be predicted by different factors. Defining these factors is a great
advantage towards building a tailored XVA that can understand
the user’s characteristics and context and, then, tailor its advice
and explanation accordingly to build a better relationship with the
user and motivate behaviour change. While the experiment does
not show clear overall difference in behaviour change between
type of tailored explanation, except for some specific contexts, it is
encouraging that, in general, making the explanation user-specific
is adequate to motivate intention to change. Hence, to support this
finding and as a future direction, we are interested in comparing
the impact of providing explanations based on the agent’s mental
state to explanations based on the user’s mental state. Further, it is
of interest to measure how users perceive XVAs that discuss their
beliefs and goals and see if that impacts on the XVAs efficacy for
delivering behaviour change.
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