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ABSTRACT
A robust testing program is necessary for containing the spread

of COVID-19 infections before a vaccine becomes available. How-

ever, due to an acute shortage of testing kits (especially in low-

resource developing countries), designing an optimal testing pro-

gram/strategy is a challenging problem to solve. Prior literature

on testing strategies suffers from two major limitations: (i) it does

not account for the trade-off between testing of symptomatic and

asymptomatic individuals, and (ii) it primarily focuses on static test-

ing strategies, which leads to significant shortcomings in the testing

program’s effectiveness. In this paper, we address these limitations

by making five novel contributions. (i) We formally define the op-

timal testing problem and propose the DOCTOR POMDP model

to tackle it. (ii) We solve the DOCTOR POMDP using a scalable

Monte Carlo tree search based algorithm. (iii) We provide a rigor-

ous experimental analysis of DOCTOR’s testing strategies against

static baselines - our results show that when applied to the city of

Santiago in Panama, DOCTOR’s strategies result in ∼40% fewer

COVID-19 infections (over one month) as compared to state-of-the-

art static baselines. (iv) In addition, we analyze DOCTOR’s testing

policy to derive insights about the reasons behind the optimality of

DOCTOR’s testing policy. (v) Finally, we characterize conditions

(of the real world) under which DOCTOR’s optimization would be

of most benefit to government policy makers, and thus requires

significant attention from researchers in this area. Our work com-

plements the growing body of research on COVID-19, and serves as

a proof-of-concept that illustrates the benefit of having an AI-driven

adaptive testing strategy for COVID-19.
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1 INTRODUCTION
COVID-19 (or coronavirus) is an urgent public health crisis - within

nine months, COVID-19 has infected more than 35 million people,

and has resulted in ∼1 million deaths worldwide [42]. It has been

declared as a global pandemic by the World Health Organization

(WHO) [11]. Unfortunately, despite the enforcement of stringent
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preventive measures, the spread of COVID-19 still does not appear

to be slowing down.

According to the Centers for Disease Control and Prevention

(CDC), there is currently no vaccine to prevent COVID-19, and

the best way to prevent infection is to avoid being exposed to the

COVID-19 virus through social distancing [10]. However, it is diffi-

cult to enforce social distancing for a prolonged period of time, due

to the devastating impact of these orders on peoples’ livelihoods.

This negative impact is most acutely felt in developing countries,

where a majority of the population rely on daily wages for a liv-

ing, and prolonged stay-at-home orders cut off the sole means of

sustenance for this population. In fact, more than 71 million peo-

ple have been pushed to extreme poverty due to social distancing

measures enforced in developing countries [39]. Therefore, finding

new innovative science-backed methods to contain the spread of

COVID-19 is now of the utmost importance.

A robust COVID-19 testing program is necessary for containing

the spread of infections, as it can: (i) help identify and quarantine

infected patients, which can break the chain of COVID-19 trans-

missions and reduce the total number of infections; and at a higher

level, (ii) aggregate results from COVID-19 testing programs can

help epidemiologists and policy makers in determining where com-

munities/states/countries are on the epidemic curve, which enables

them to take more well-informed decisions about the removal of

stay-at-home orders.

However, designing the optimal testing program for COVID-19

is a challenging problem because of three major reasons. First, in

addition to testing individuals with symptoms who show up at the

hospital (i.e., symptomatic testing), the CDC also recommends test-

ing individuals without symptoms in the public (i.e., asymptomatic

testing) in order to detect COVID-19 early and stop transmission

quickly [8]. Second, policy makers (especially in developing coun-

tries) are constrained in the number of tests (both symptomatic

and asymptomatic) that they can conduct on a daily basis, and thus,

they need to strategically allocate their limited number of tests

among symptomatic and asymptomatic patients. Finally, an optimal

testing strategy needs to be adaptive, as the number of sympto-

matic/asymptomatic tests per day should be increased/decreased

adaptively depending on the number of positively diagnosed peo-

ple in previous days of testing. Therefore, policy makers need to

intelligently allocate their limited resources (i.e., limited number of

COVID-19 testing kits) over a prolonged period of time in order to

minimize the total (cumulative) number of COVID-19 infections.

To this date, while almost every country has a COVID-19 test-

ing strategy in place, these strategies are mostly static (i.e., non-

adaptive), potentially causing significant shortcomings in their

effectiveness in containing COVID-19 (we validate this in our ex-

perimental analysis). In this paper, we overcome this limitation via
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three novel contributions. First, we provide a formal definition of

the optimal testing problem and propose the DOCTOR (Design of

Optimal COVID-19 Testing Oracle) model, which casts the opti-

mal testing problem as a Partially Observable Markov Decision

Process (POMDP). Second, we solve DOCTOR’s POMDP model

using a Monte Carlo tree search based algorithm [33]. Our POMDP

based algorithm has three key novelties: (i) it models the spread of

the COVID-19 virus via SEIR model dynamics [2]; (ii) it optimally

trades off between the amount of resources (i.e., testing kits) that

should be invested in symptomatic versus asymptomatic testing

to find the optimal testing strategy; and (iii) our POMDP model

adaptively updates its future long term policy based on aggregate

testing results (i.e., how many symptomatic and asymptomatic tests

came out positive, etc.) from previous rounds. Finally, and most

importantly, we also provide a rigorous experimental analysis of

DOCTOR’s testing strategy against static testing programs to il-

lustrate the effectiveness of our approach. Our experiments reveal

that DOCTOR’s testing strategy was able to outperform state-of-

the-art baselines by achieving ∼40% fewer COVID-19 infections,

when applied to city of Santiago, Panama. The result illustrates

the benefit of having an adaptive strategy. In addition, we analyze

DOCTOR’s testing policy to derive insights about the reasons be-

hind the optimality of DOCTOR’s testing policy. At the end, we also

provide a characterization of the problem conditions in which it is

most advisable to rely on DOCTOR for determining the COVID-19

testing policy.

Tackling COVID-19 requires the collective will of experts from

a variety of disciplines. While a lot of efforts have been made by

AI researchers in developing agent-based models for simulating

the transmission of COVID-19 [21, 41, 46], we believe that AI’s

enormous potential can (and should) be leveraged to design deci-

sion support systems (e.g., in the allocation of limited healthcare

resources such as testing kits) which can assist epidemiologists and

policy makers in their fight against this pandemic. Our work repre-

sents the first step in developing such a decision support system,

and should serve as a proof-of-concept that illustrates the benefit

of having an AI-driven adaptive testing strategy.

2 RELATEDWORK
To the best of our knowledge, very little prior work on COVID-19

has focused on resource allocation problems that arise due to acute

shortages of COVID-19 testing kits (despite this shortage being an

unfortunate reality in many developing countries, such as Nepal

[18]). Nevertheless, we discuss prior work in three related areas.

First, we describe prior work on optimizing COVID-19 testing

strategies. A lot of work has focused on optimizing group (pooled)

testing techniques, in which COVID-19 tests are conducted on blood

samples pooled from several patients in order to reduce the number

of tests required to diagnose a population [4, 28, 37]. This body

of research is complementary to our work, as DOCTOR’s model

employs group testing to conduct tests on asymptomatic individuals,

so it can exploit performance gains due to these optimized group

testing techniques. Also, Singh et al. [35] proposed POMDP based

sequential testing strategies to optimize contact tracing, i.e., given

a confirmed COVID-19 positive diagnosis, which of their contacts

should be tested next. However, DOCTOR looks at a complementary

goal - given a limited number of testing kits, how to optimally

distribute them among symptomatic and asymptomatic individuals.

Second, we describe prior work on epidemiological models for

simulating COVID-19 transmissions. A lot of efforts have been

made by AI researchers to develop SEIR type models and agent

based models which can simulate the progression of COVID-19 in

a population of susceptible individuals [12, 31, 32, 46]. In particular,

to account for high rates of asymptomaticity among COVID-19

patients, three independent prior studies [16, 17, 20] proposed SEIR

models with separate compartments for symptomatic and asymp-

tomatic infections. We build on top of this work by proposing our

own simplified SEIR model which is used by DOCTOR to design

its optimal testing strategies.

Finally, we discuss related work on optimal intervention strate-

gies, i.e., when/how to impose complete and partial lockdowns, etc.,

to contain COVID-19. There is some prior work on using Markov-

ian models (e.g., MDPs, POMDPs) to design adaptive sequential

strategies for imposing (and releasing) lockdown protocols depend-

ing on the current rate of COVID-19 spread [14, 36]. At the same

time, Mikkulainen et al. [26] optimize intervention strategies us-

ing evolutionary optimization techniques. This body of research

is complementary to our work as tackling COVID-19 effectively

requires an optimal testing program applied in conjunction with

an optimal intervention strategy.

3 THE OPTIMAL TESTING PROBLEM
We first describe our SEIR model and other preliminary notation

that helps us define the optimal testing problem.

SEIR Transmission Model. The SEIR model is a popular epi-

demiological model for simulating the progression of an epidemic

through a population of individuals, and it has been used to suc-

cessfully simulate the outbreak of many infectious diseases, e.g.,

Ebola [25], COVID-19 [23, 31], etc. In the standard SEIR model,

a population of 𝑁 individuals is split into four compartments: (i)

Susceptible (S), i.e., individuals who have never been infected or

exposed to the COVID-19 virus; (ii) Exposed (E), i.e., individuals
who have been exposed to the virus, but are not infectious yet;

(iii) Infectious (I), i.e., individuals who have been infected and can

spread infection to other individuals; and (iv) Recovered (R), i.e.,
individuals who have recovered or died from the virus. Each of the

four compartments represent a distinct phase in the progression of

infectious diseases.

Further, to capture the most essential characteristics of COVID-

19 transmission, we made two major adaptations to the standard

SEIR model: (i) similar to He et al. [20], the I class is split into I1
and I2, which represents asymptomatic and symptomatic infected

patients, respectively; (ii) we introduce a new compartment class

namedHospitalization/Quarantine (H/Q), which represents individ-
uals who are either hospitalized or are observing strict quarantine

orders. Our two adaptations are necessary for modeling COVID-19

as (i) there is a high asymptomatic rate of COVID-19 infections

[6, 7, 29], which can not be distinguished by the single I class in the

standard SEIR model; and (ii) introducing the H/Q compartment

enables us to model infected individuals who do not spread infec-

tion to anybody else (either because they are hospitalized or they

observe strict stay-at-home quarantine orders).
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Figure 1: Flow Dynamics of our SEIR Model

Our SEIR model dynamics proceed in a series of discrete time

steps. Let there be a population of 𝑁 individuals that undergo SEIR

model transmission dynamics. Let 𝑇 denote the number of time

steps for which the SEIR model dynamics are allowed to run. Each

individual 𝑛 ∈ {1, 𝑁 } belongs to exactly one compartment at time

𝑡 = 0. At each time 𝑡 ∈ {1,𝑇 }, individuals in each compartment

‘flow’ to the next adjacent compartment at pre-determined rates.

The flow dynamics of our model are explained in Figure 1. In par-

ticular, individuals in S move to E at a rate 𝛼𝑆→𝐸 , individuals in E
move to I1 and I2 at rates 𝛼𝐸→𝐼1 and 𝛼𝐸→𝐼2 , respectively. Similarly,

individuals in I1 and I2 move to R at rates 𝛼𝐼1→𝑅 and 𝛼𝐼2→𝑅 . Also,

individuals inH/Qmove toR at a rate 𝛼𝐻/𝑄→𝑅 . Finally, individuals

in R do not take further part in transmission dynamics (i.e., we

assume infected individuals upon recovery cannot be re-infected).

Our goal in the optimal testing problem is to minimize the cu-

mulative number of individuals that are infected by COVID-19 (i.e.,

individuals in I1 and I2) across 𝑇 time-steps of transmission. In

order to achieve this goal, we need to formulate a sequential testing

policy (formally defined below) that optimally allocates available

testing kits to test symptomatic and asymptomatic individuals. We

now elaborate on this distinction between conducting tests for

symptomatic and asymptomatic individuals.

Symptomatic VS Asymptomatic Testing. As part of the op-
timal testing policy, we assume that the policy maker is allowed to

use his/her available COVID-19 testing kits to conduct two different

kinds of tests: (i) Targeted Symptomatic Testing; and (ii) Random

Asymptomatic Testing.

Targeted Symptomatic Testing (symptomatic testing, in short)

focuses only on the people who exhibit COVID-19 symptoms and

seek care at hospitals. The testing kits that are allocated for symp-

tomatic testing would be distributed (in advance) across different

hospitals. Only patients that show up at hospitals with COVID-19

like symptoms will be tested using these symptomatic testing kits.

In our SEIR model, individuals in I2 can get tested using sympto-

matic testing kits (as all individuals in I2 are symptom-showing

COVID-19 patients). In addition, we assume that a fraction of in-

dividuals in other compartments can suffer from Influenza Like

Illnesses (ILI), and hence these ILI patients also show up at hos-

pitals with COVID-19 like symptoms (we set this ILI fraction to

0.24 in our experiments, based on prior results [34]). Thus, in our

SEIR model, these ILI patients can also be tested with symptomatic

testing kits.

Unfortunately, symptomatic testing is not sufficient by itself, as

(i) a large proportion of COVID-19 patients are asymptomatic (i.e.,

do not exhibit any symptoms), and hence they may never go to hos-

pitals to get treated [6, 7, 29]. However, such asymptomatic patients

can still spread the virus very rapidly among other individuals

[3, 48]. (ii) Further, due to this large population of asymptomatic

virus carriers, it is very difficult for epidemiologists and policy mak-

ers to understand where they are on the epidemic curve solely on

the basis of symptomatic testing. In order to address this issue, we

also consider Random Asymptomatic Testing as an option available

to the policy maker. In our SEIR model, Random Asymptomatic

Testing (asymptomatic testing, in short) focuses on all the indi-

viduals in S, E, I1, I2 and R, and randomly samples𝑚 individuals

uniformly from these compartments to conduct COVID-19 tests on

them (if the testing policy allocates𝑚 testing kits for asymptomatic

testing).

Note that the positive COVID-19 diagnosis rate per test is much

higher for symptomatic tests as compared to asymptomatic tests.

Thus, while asymptomatic tests are essential to tackle infectious

individuals in I1, they are not as efficient as symptomatic tests in

discovering COVID-19 patients. In order to increase the efficiency

of asymptomatic tests, we also incorporate group testing for asymp-

tomatic tests in our optimal testing problem [38, 47].

We now formally define the optimal sequential testing policy.

Our desired testing policy is adaptive, and we assume that we

are allowed to make changes to our testing policy at 𝐷 decision

points (i.e., we are allowed to take 𝐷 sequential actions). For ex-

ample, 𝐷 = 1 corresponds to a static testing policy, whereas if

𝐷 = 𝑇 , then we are allowed to change the testing policy at each

time-step of the SEIR model. In practice, 𝐷 is provided as input

to the problem by policy makers who choose this value based on

how fine-grained a policy they desire. Let 𝐺0 denote the policy

maker’s initial understanding about the proportion of individuals

in S, E, I1 and R (note that the policy maker can only perfectly

observe the number of individuals in I2 and H/Q, but is uncertain

about the number of individuals in the other compartments). Let

B = {⟨𝑏1, 𝑏2⟩ s.t. 𝑏1 ≥ 0, 𝑏2 ≥ 0, 𝑏1 + 𝑏2 = 𝑈𝑐𝑎𝑝 } denote the set of
all possible ways in which 𝑈𝑐𝑎𝑝 testing kits can be divided among

symptomatic and asymptomatic individuals, which represents the

set of possible actions (choices) that can be taken by a policy maker

at every decision point 𝑑 ∈ {1, 𝐷}. Let 𝐵𝑑 ∈ B, ∀𝑑 ∈ {1, 𝐷} denote
the policy maker’s action in the 𝑑𝑡ℎ time step. Upon taking action

𝐵𝑑 , the policy maker ‘observes’ the result of all COVID-19 tests that
were conducted among symptomatic and asymptomatic individuals

(as part of 𝐵𝑑 ), and this updates their understanding of how many

individuals remain in S, E, I1 and R. Let𝐺𝑑 , ∀ 𝑑 ∈ {1, 𝐷} denote the
policy maker’s understanding resulting from 𝐺𝑑−1 with observed
COVID-19 test result information from tests conducted in 𝐵𝑑 . For-

mally, we define a history 𝐻𝑑 , ∀ 𝑑 ∈ {1, 𝐷} of length 𝑑 as a tuple

of past choices and observations 𝐻𝑑 = ⟨𝐺0, 𝐵1,𝐺1, 𝐵2, .., 𝐵𝑑−1,𝐺𝑑 ⟩.
Denote by H𝒅 = {𝐻𝑘 s.t. 𝑘 ≤ 𝑑} the set of all possible histories
of length less than or equal to 𝑑 . Finally, we define a 𝑑-step policy

𝚷𝒅 : H𝒅 → B as a function that takes in histories of length less

than or equal to 𝑑 and outputs an action 𝐵 ∈ B for the current time

step. We now formally define the optimal testing problem.
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Problem 1. Optimal Testing Problem Given as input 𝐺0, in-
tegers 𝑁 , 𝑇 , 𝐷 , and 𝑈𝑐𝑎𝑝 , and SEIR model flow parameter val-
ues (as defined above). Denote by R(𝐻𝐷 , 𝐵𝐷 ) the expected cumu-
lative number of individuals in I1 and I2 at the end of 𝐷 deci-
sion points, given the 𝐷-length history of previous observations
and actions 𝐻𝐷 , along with 𝐵𝐷 (i.e., the action chosen at decision
point 𝐷). Let E𝐻𝐷 ,𝐵𝐷∼Π𝐷

[R(𝐻𝐷 , 𝐵𝐷 )] denote the expectation over
the random variables 𝐻𝐷 = ⟨𝐺0, 𝐵1, .., 𝐵𝐷−1,𝐺𝐷 ⟩ and 𝐵𝐷 , where
𝐵𝑑 are chosen according to Π𝐷 (𝐻𝑑 ), ∀ 𝑑 ∈ {1, 𝐷}, and 𝐺𝑑 are
drawn according to distribution described by 𝐺𝑑−1 (i.e., the obser-
vation that we get when we execute 𝐵𝑑 ). The objective of the op-
timal testing problem is to find an optimal 𝐷-step policy 𝚷

∗
𝑫 =

argminΠ𝐷
E𝐻𝐷 ,𝐵𝐷∼Π𝐷

[R(𝐻𝐷 , 𝐵𝐷 )].

4 DOCTOR POMDP
We cast the optimal testing problem as a POMDP because of three

reasons. First, we have partial observability of the sizes of the S,
E, I1 and R compartments in the optimal testing problem (similar

to POMDPs). Second, similar to sequential POMDP actions, we

are allowed to make 𝐷 sequential changes to the testing policy

(one change per each of the 𝐷 decision points). Finally, POMDP

solvers have recently shown great promise in generating near-

optimal policies efficiently [43–45]. We now explain how we map

the optimal testing problem into a POMDP.

States. A POMDP state in our problem is a tuple 𝑠 =

⟨S, E, I1, I2,H/Q,R⟩, where variables S, E, I1, I2, H/Q and R denote

the number of individuals present inside the corresponding com-

partments of the SEIR model. For a POMDP state to be valid, we

require S + E + I1 + I2 + H + R = 𝑁 . Our POMDP has

(𝑁+5
5

)
states.

Actions. At each decision point 𝑑 ∈ {1, 𝐷}, the policy maker

has a total of𝑈𝑐𝑎𝑝 COVID-19 testing kits that need to be allocated

for testing individuals. An action inside our POMDP is a tuple

𝑎 = ⟨𝑏1, 𝑏2⟩, s.t. 𝑏1 ≥ 0, 𝑏2 ≥ 0 and 𝑏1 + 𝑏2 = 𝑈𝑐𝑎𝑝 . Intuitively, 𝑏1
and 𝑏2 represent the number of testing kits that have been allocated

for testing symptomatic and asymptomatic individuals, respectively.

Our POMDP has 𝑈𝑐𝑎𝑝 + 1 different actions.

Observations. Upon taking a POMDP action, we assume that

the policy maker can “observe" the COVID-19 test results (posi-

tive or negative) of all individuals who were tested as part of the

POMDP action. Formally, upon taking action 𝐵𝑑 at decision point

𝑑 , the POMDP observation is denoted as a binary vector (of length

𝑈𝑐𝑎𝑝 ) Θ =

〈
𝜃1, 𝜃2, . . . , 𝜃𝑈𝑐𝑎𝑝

〉
. The variable 𝜃𝑖 = 1, ∀𝑖 ∈ {1,𝑈𝑐𝑎𝑝 }

represents whether the 𝑖𝑡ℎ individual (who was tested in POMDP

action 𝐵𝑑 ) was diagnosed with COVID-19 (𝜃𝑖 = 1) or not (𝜃𝑖 = 0).

Our POMDP has O(2𝑈𝑐𝑎𝑝 ) observations.
Rewards. The cost 𝑅(𝑠, 𝑎, 𝑠 ′) of taking action 𝑎 in state 𝑠 to reach

state 𝑠 ′ is the number of active infected individuals in state 𝑠 ′. Over
𝐷 decision points, DOCTOR’s cost function serves as a proxy for

minimizing the cumulative number of COVID-19 infections.

Transition & Observation Probabilities. Computation of ex-

act transition and observation probability matrices (𝑇 (𝑠 ′ |𝑠, 𝑎) and
𝑂 (𝑜 |𝑎, 𝑠 ′), respectively) is infeasible in our POMDP because these

matrices are prohibitively large (due to large sized state, action and

observation spaces). Therefore, we follow the paradigm of large-

scale online POMDP solvers [13, 33] by using a generative model

Λ(𝑠, 𝑎) ∼ (𝑠 ′, 𝑜, 𝑟 ) of the transition and observation probabilities.

This generative model allows us to generate on-the-fly samples

from the exact distributions 𝑇 (𝑠 ′ |𝑠, 𝑎) and Ω(𝑜 |𝑎, 𝑠 ′) at low compu-

tational costs. Given an initial state 𝑠 and an action 𝑎, our generative

model Λ simulates the random process of SEIR model dynamics (as

explained in Figure 1) to generate a random new state 𝑠 ′, an obser-

vation 𝑜 and the obtained reward 𝑟 . Simulation is done by “playing"
out our SEIR model to generate sample 𝑠 ′. The observation sample

𝑜 is then determined from 𝑠 ′ and 𝑎. Finally, the reward sample 𝑟

depends on the number of active infected COVID-19 patients in

s’ (as defined above). This simple design of the generative model

allows significant scale and speed up.

Initial Belief State. In our experiments, we initialize the belief

state to be as close as possible to the real-world. In particular, the

initial belief state is uniformly distributed over all POMDP states 𝑠

in which I is set to the current number of COVID-19 infections in

the population of interest. Then I1 and I2 are split from I based on

COVID-19 asymptomatic rate 𝜙 (we experiment with different 𝜙

values). For example, if we instantiate a SEIRmodel for Santiago, the

initial belief state contains all states in which I is equal to current

number of active cases in Santiago. And if we assume the 𝜙 = 0.7,

then |I1 | = 0.7 |I|, and |I2 | = 0.3 |I|.
In this paper, we solve the DOCTOR POMDP model using

POMCP, a well-known online POMDP solver that relies on Monte

Carlo tree search to find near-optimal online policies. For complete-

ness, we provide a brief overview of the POMCP algorithm.

POMCP. POMCP [33] uses UCT based Monte-Carlo tree search

(MCTS) [5] to solve POMDPs. At every stage, given the cur-

rent belief state 𝜖 , POMCP incrementally builds a UCT tree that

contains statistics that serve as empirical estimators (via MC

samples) for the POMDP Q-value function 𝑄 (𝜖, 𝑎) = 𝑅(𝜖, 𝑎) +∑
𝑧
𝑃 (𝑧 |𝜖, 𝑎)𝑚𝑎𝑥𝑎′𝑄 (𝜖 ′, 𝑎′). The algorithm avoids expensive belief

updates by maintaining the belief at each UCT tree node as an

unweighted particle filter (i.e., a collection of all states that were

reached at that UCT tree node via MC samples). In each MC simula-

tion, POMCP samples a start state from the belief at the root node

of the UCT tree, and then samples a trajectory that first traverses

the partially built UCT tree, adds a node to this tree if the end of

the tree is reached before the desired horizon, and then performs a

random rollout to get one MC sample estimate of 𝑄 (𝜖, 𝑎). Finally,
this MC sample estimate of 𝑄 (𝜖, 𝑎) is propagated up the UCT tree

to update Q-value statistics at nodes that were visited during this

trajectory. Note that the UCT tree grows exponentially large with

increasing state and action spaces. Thus, the search is directed to

more promising areas of the search space by selecting actions at

each tree node ℎ according to the UCB1 rule [24], which is given

by: 𝑎 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄̂ (𝜖ℎ, 𝑎) + 𝑐
√
𝑙𝑜𝑔(𝑁ℎ + 1)/𝑛ℎ𝑎 . Here, 𝑄̂ (𝜖ℎ, 𝑎) rep-

resents the Q-value statistic (estimate) that is maintained at node ℎ

in the UCT tree. Also, 𝑁ℎ is the number of times node ℎ is visited,

and 𝑛ℎ𝑎 is the number of times action 𝑎 has been chosen at tree

node ℎ (POMCP maintains statistics for 𝑁ℎ and 𝑛ℎ𝑎∀𝑎 ∈ 𝐴 at each

tree node ℎ). We use POMCP to solve DOCTOR’s POMDP model.

5 EXPERIMENTAL RESULTS
We provide a comprehensive evaluation of the strengths and weak-

nesses of DOCTOR’s testing policy under a wide variety of condi-

tions. We provide four sets of simulation results. First, we evaluate
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DOCTOR’s effectiveness in controlling the spread of COVID-19 by

applying its testing strategy (in simulation) to the city of Santiago,

Panama (a country with the world’s highest COVID-19 infections

per capita [1]). Second, we analyze whether the performance gains

achieved by DOCTOR’s testing strategy are robust to variations

across a multitude of parameter values. Third, we carefully analyze

key characteristics of DOCTOR’s testing policy to gain unique in-

sights about what DOCTOR has learnt about this problem domain

(of finding optimal testing strategies), and to understand whether

these insights can be translated into actionable lessons for policy

makers as they design testing strategies for COVID-19. Finally, we

characterize conditions (of the COVID-19 epidemic) under which it

would be most beneficial for governments to use DOCTOR’s testing

strategies. Specifially, we provide an easy-hard-easy computational

pattern characterization of optimal testing problems, and show

that DOCTOR’s performance gains are largest for hard problems,

whereas the gains diminish on comparatively easier problems.

All our experiments are run on a 2.8 GHz Intel Xeon proces-

sor with 256 GB RAM. All experiments are averaged over 100

runs. In all experiments, we use a default value of 𝑁 = 89, 000

(which is Santiago’s population [40]), 𝐷 = 30 and 𝑇 = 30 (un-

less specified otherwise). Based on findings in [38, 47], COVID-19

test sensitivity and specificity values are set to 0.90 and 0.99, re-

spectively. Also, we set a default budget constraint of 𝑈𝑐𝑎𝑝 = 500

testing kits per decision point in our experiments (unless specified

otherwise). The POMCP-based DOCTOR model is run with 2
10

Monte-Carlo simulations at each decision point. Further, in all our

experiments, we use results from [15] to instantiate our SEIR model

with the following values of flow rates: 𝛼𝐸→𝐼1 = 7

50
, 𝛼𝐸→𝐼2 = 3

50
,

𝛼𝐼1→𝑅 = 1

14
, 𝛼𝐼2→𝑅 = 1

14
, and 𝛼𝐻/𝑄→𝑅 = 1

14
. In particular, the

value of 𝛼𝑆→𝐸 is dependent on the basic reproduction number of

COVID-19 (𝑅0) and the number of individuals in I, which is de-

noted as 𝛼𝑆→𝐸 =
𝛽 ·S·I
𝑁

, 𝛽 =
𝑅0 ·𝛼𝐼

1
→𝑅 ·𝛼𝐼

2
→𝑅

2
, where 𝛽 represents

the COVID-19 transmission rate. All experiments are statistically

significant under bootstrap-t (𝑝 = 0.05).

Baselines.We compare DOCTOR against four different baseline

testing strategies. We use (i) 100% symptomatic testing (SY in the

figures), i.e., allocate all available testing kits to symptomatic indi-

viduals at each decision point. We use SY as a baseline as this has

been the primary testing strategy used by Panama’s government un-

til now, e.g., Panama had not tested asymptomatic individuals until

4
𝑡ℎ

September, 2020 [30]. Using this baseline allows us to compare

DOCTOR with a real-world government’s effort (in simulation).

Next, we use (ii) 100% asymptomatic testing (ASY), i.e., allocate all

available testing kits to asymptomatic individuals; (iii) 50% sympto-

matic and 50% asymptomatic testing (50-ASY), i.e., equally divide

testing kits among symptomatic and asymptomatic individuals; and

finally (iv) a uniform random testing policy (Random), i.e., select a

random testing action 𝐵𝑑 at every decision point 𝑑 ∈ 𝐷 .

5.1 DOCTOR’s performance in Panama
First, we evaluate the performance of DOCTOR’s testing

policy against all other baselines, when applied to the

city of Santiago, the 5
𝑡ℎ

largest city in Panama. Since

city-level COVID-19 case information is not available for

Panamanian cities, we initialize Santiago’s SEIR model us-

ing Panama’s country-level COVID-19 case information. In

particular, we set the initial SEIR compartment proportions to

⟨S = 97.47%, E = 0.27%, I1 = 0.45%, I2 = 0.19%,R = 1.62%,H/Q = 0%⟩,
which matches the COVID-19 infection numbers in Panama on

2
𝑛𝑑

September, 2020. Note that H/Q is set to zero because we

only count H/Q from the beginning of the testing period. Next,

DOCTOR and the other baselines were used to solve an optimal

testing problem (defined according to this instantiated SEIR model

and the other parameter values described above).

Figure 2 compares the result of executing DOCTOR’s testing

policy against baselines by tracking the evolution of the underlying

SEIR model over 𝐷 = 30 decision points. Figures 2(a), 2(b), 2(c) and

2(d) show the progression in the sizes of S, I, I1 and I2 compartments

of the SEIR model (respectively) over𝐷 = 30 decision points. The X-

axis in these figures represents the different decision points, and the

Y-axis shows the size of the different compartments. For example,

DOCTOR’s testing strategy achieved a size of |S| = 85, 528, |I| = 136,

|I1 | = 120 and |I2 | = 16 after the 30
𝑡ℎ

decision point.

Figure 2(b) shows that DOCTOR significantly outperforms all

baselines - its testing strategies result in ∼ 40% fewer COVID-19

infections by the 30
𝑡ℎ

decision point (as compared to ASY, the next

best performing baseline). Further, this figure shows that SY per-

forms very poorly - it performs ∼ 60% worse than Random and

ASY-50, and it leads to a ∼ 550% increase in COVID-19 infections

over DOCTOR. This establishes the superior performance of DOC-

TOR over SY (and other baselines), which illustrates the potential

benefits of using DOCTOR’s adaptive strategy in Panama.

Figures 2(c) and 2(d) provide a preliminary insight into how

DOCTOR achieves significant reductions in the number of COVID-

19 infections. Specifically, these figures show why baseline testing

strategies fail: (i) ASY performs only ∼ 30% worse than DOCTOR

in minimizing asymptomatic infections |I1 |, but performs ∼ 300%

worse than DOCTOR in minimizing symptomatic infections |I2 |
(since ASY only tests asymptomatic individuals). (ii) On the other

hand, SY performs ∼ 300% worse than DOCTOR in minimizing

|I2 |, and performs ∼ 550% worse than DOCTOR in minimizing

|I1 | (since SY only focuses on symptomatic individuals). (iii) ASY-

50’s behavior is not as extreme as SY (in Figure 2(c)) or ASY (in

Figure 2(d)), yet it performs worse than DOCTOR due to its lack

of adaptivity. (iv) DOCTOR is the only strategy which intelligently

minimizes both |I1 | and |I2 | by adaptively changing the allocation

of testing kits according to the stage of the epidemic. (v) Further,

DOCTOR’s testing strategy results in the largest |S| at the end of

the 30
𝑡ℎ

decision point (Figure 2(a)), which illustrates DOCTOR’s

(relative) success in preventing susceptible individuals in S from

getting infected. These figures show that at least in simulation,

DOCTOR was highly effective in controlling the number of COVID-

19 infections in Santiago.

5.2 Is DOCTOR robust to varying parameters?
Having illustrated DOCTOR’s effectiveness in controlling COVID-

19 infections in Santiago, we now analyze if DOCTOR’s superiority

over baselines is robust to different initial parameter values.

Figures 3(a), 3(b), 3(c) and 3(d) compares the percentage im-

provement achieved (in terms of |I| = |I1 | + |I2 |) by DOCTOR over
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(a) Evolution of S (b) Evolution of I (c) Evolution of I1 (d) Evolution of I2

Figure 2: Evaluating DOCTOR’s performance in Panama

(a) Varying 𝑁 (b) Varying Asymptomatic Rate (c) Varying Test Sensitivity (d) Varying Group Test Pooling Size

Figure 3: Minimal impact on DOCTOR’s performance (over baselines) with variation in parameter values

(a) Varying 𝑁 (b) Varying Asymptomatic Rate (c) Varying Test Sensitivity (d) Varying Group Test Pooling Size

Figure 4: Impact of changing parameter values on DOCTOR’s testing strategy

(a) Varying |I |/𝑁 (b) Varying 𝑅0 (c) Varying Testing Kits Number

Figure 5: Reduction in performance gains achieved by DOCTOR (over baselines) at extreme parameter values.

other baselines with varying values of 𝑁 , COVID-19 asymptomatic

rate (𝜙), test sensitivity (𝛿), and pooling sizes for group testing

(𝜌), respectively. The Y-axes in these figures show the percentage

improvement achieved by DOCTOR over other baselines, whereas

the X-axes show the varying parameter values. For example, when

𝑁 = 100, 000 (in Figure 3(a)), DOCTOR outperforms ASY, ASY-50,

SY and Random by 55%, 83%, 53% and 36%, respectively. Figure 3(a)

shows that (i) DOCTOR consistently outperforms all other base-

lines; and (ii) DOCTOR’s superior performance does not diminish at

higher/lower values of 𝑁 , which illustrates that DOCTOR is robust

to variation in 𝑁 .

Next, in order to account for the large variance in COVID-19

asymptomatic rate (𝜙), test sensitivity (𝛿) and pooling size (𝜌) values

reported in prior literature [6, 7, 29, 38, 47, 49], we experimentally

verify that DOCTOR’s superior performance over baselines does
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(a) 𝑈𝑐𝑎𝑝 = 300 Testing Kits (b) 𝑈𝑐𝑎𝑝 = 500 Testing Kits

Figure 6: Visual representation of DOCTOR’s testing strat-
egy over 30 decision points

not lie on a knife’s edge in terms of the 𝜙 , 𝛿 and 𝜌 values that

are used inside DOCTOR. Figure 3(b) shows that (i) ASY’s perfor-

mance improves significantly with increasing values of 𝜙 . This is

reasonable because when a large fraction of infected individuals

are asymptomatic, it is (near) optimal to allocate all testing kits for

them. (ii) Even at large 𝜙 values, DOCTOR outperforms ASY by

38%. (iii) DOCTOR consistently outperforms all other baselines, and

its performance does not diminish against these other baselines at

larger/smaller 𝜙 . Thus, Figure 3(b) shows that DOCTOR is mostly

robust to variation in 𝜙 (except against ASY, which becomes near

optimal at high 𝜙 values).

Figure 3(c) shows that (i) DOCTOR’s performance improvement

(over baselines) increases with increasing values of 𝛿 . This is rea-

sonable as high 𝛿 values mean that DOCTOR has less uncertainty

to contend with, which leads to better high-quality solutions. (ii)

Even at low test sensitivity values (e.g., 𝛿 = 0.6, as reported in [49]),

DOCTOR outperforms ASY (the next best baseline) by 24%. This

shows that DOCTOR is robust to variation in 𝛿 .

Finally, Figure 3(d) shows that (i) varying 𝜌 minimally impacts

DOCTOR’s performance improvement over ASY (the best perform-

ing baseline); and (ii) all other baselines exhibit degraded perfor-

mance at higher values of 𝜌 . In summary, Figure 3 shows that

across a wide range of parameter values, DOCTOR exhibits 30%

average performance improvement against other baselines, which

illustrates its robustness to changes in these parameter values.

5.3 What did DOCTOR learn?
Having illustrated DOCTOR’s robustness to varying initial condi-

tions, we now analyze its outputted testing policy to gain insights

about the reasons behind the optimality of DOCTOR’s policy.

Figures 6(a) and 6(b) illustrate the testing policy output by DOC-

TOR over 30 decision points with 𝑈𝑐𝑎𝑝 = 300 and 𝑈𝑐𝑎𝑝 = 500, re-

spectively. The X-axis shows the different decision points, whereas

the Y-axis illustrates the action chosen by DOCTOR. For example,

in Figure 6(a), DOCTOR assigned ∼ 195 (and ∼ 105) tests to symp-

tomatic (and asymptomatic) individuals at the 1
𝑠𝑡

decision point.

These figures reveal a crucial insight about DOCTOR’s policies.

Specifically, DOCTOR’s outputted testing policies proceed in two

sequential phases. In the first phase (during the initial few decision

points), DOCTOR spends more effort in testing symptomatic indi-

viduals, e.g., DOCTOR allocates ∼65% of its available testing kits

for symptomatic individuals at the 1
𝑠𝑡

decision point in Figure 6(a).

Over time, as the number of symptomatic individuals diminishes

(due to DOCTOR’s emphasis on testing such individuals), DOCTOR

begins its second phase of testing. In this second phase, DOCTOR

switches its attention towards asymptomatic testing, and gradually

increases the number of testing kits allocated to asymptomatic test-

ing as decision points proceed. For example, the proportion of tests

allocated to asymptomatic testing increases from ∼35% at the 1
𝑠𝑡

decision point to ∼80% at the 30
𝑡ℎ

decision point (Figure 6(a)).

This sequential two-phased nature of testing is a defining char-

acteristic of testing policies output by DOCTOR, and is a key differ-

entiating factor between DOCTOR’s optimal strategies and other

baselines. In addition, DOCTOR needs to account for several other

considerations in finding its optimal policy: (i) what proportion of

resources to invest in symptomatic testing in the 1
𝑠𝑡

phase, (ii) at

what decision point should the 2
𝑛𝑑

phase begin, (iii) at what rate

should the number of resources allocated to asymptomatic testing

be increased in the 2
𝑛𝑑

phase. DOCTOR answers all these questions

via POMDP style look ahead search.

This insight about DOCTOR’s optimal testing strategy has pro-

found policy implications for COVID-19 testing in the real-world.

Even though it might be infeasible for governments of developing

countries to formulate their COVID-19 testing policy by running

computationally heavy POMDP programs, our insights about the

superior performance of two-phased testing policies suggest that

governments should consider investing in testing policies which

(i) start by focusing on symptomatic testing (within the means of

available testing capacity), and (ii) when symptomatic cases start

falling, the policy should switch over gradually to focus more on

conducting random asymptomatic testing.

Next, we also analyze the impact of varying parameter val-

ues on the testing policies output by DOCTOR. To understand

the next set of experiments, we formally define the “average"

POMDP action chosen by DOCTOR’s testing policy over 30 de-

cision points. With 𝑈𝑐𝑎𝑝 testing kits available per decision point,

let the actions chosen by DOCTOR over 30 decision points be{〈
𝑏1
1
, 𝑏1

2

〉
,
〈
𝑏2
1
, 𝑏2

2

〉
,
〈
𝑏3
1
, 𝑏3

2

〉
, . . . ,

〈
𝑏30
1
, 𝑏30

2

〉}
. Let 𝑏

𝑎𝑣𝑔

1
= 1/30

30∑
𝑖=1

𝑏𝑖
1

be the average number of symptomatic tests recommended by

DOCTOR’s policy (per decision point). Then, the “average" POMDP

action (which we represent in Figure 4) is

〈
𝑏
𝑎𝑣𝑔

1
,𝑈𝑐𝑎𝑝 − 𝑏

𝑎𝑣𝑔

1

〉
.

Figures 4(a), 4(b), 4(c) and 4(d) illustrate DOCTOR’s testing pol-

icy with varying values of 𝑁 , 𝜙 , 𝛿 and 𝜌 , respectively. The Y-axes

in these figures show the “average" POMDP action chosen by DOC-

TOR, and the X-axes show varying parameter values.

Figures 4(a) and 4(c) show that ceteris paribus, DOCTOR’s test-

ing policy is minimally affected (in average terms) by changing

values of 𝑁 and 𝛿 . Further, Figure 4(b) shows that upon increasing

𝜙 , DOCTOR allocates an increasing fraction of available testing

kits for asymptomatic individuals, e.g., the proportion of tests for

asymptomatic individuals increased from 65% (𝜙 = 0.1) to 87%

(𝜙 = 0.7). This is expected behavior because with increasing rates

of asymptomaticity, the number of asymptomatic individuals in-

creases, and as a result, random testing of asymptomatic individuals

leads to greater utilities. Similarly, Figure 4(d) shows that with in-

creasing values of 𝜌 , DOCTOR marginally increases the fraction

of testing kits allocated for asymptomatic testing. Again, this is

expected behavior because increasing pooling sizes increases the
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per-test efficiency of conducting tests on asymptomatic individuals,

and as a result, DOCTOR allocates more tests for such individuals.

5.4 When to use DOCTOR?
In this last part of our evaluation, we characterize the conditions in

which it is advisable for resource-strapped governments to rely on

DOCTOR to determine their COVID-19 testing policy. At a high

level, we observe that DOCTOR’s suitability for use often depends

on the stage of the (COVID-19) epidemic at which the new testing

policy is implemented. While we find that DOCTOR’s testing policy

achieves the best performance irrespective of the stage at which it

is implemented, we surprisingly find that DOCTOR’s superiority

over baselines diminishes when its testing strategy is implemented

with either extremely high or extremely low epidemic severity,

which means DOCTOR’s superiority is most pronounced during the

intermediate severity of the epidemic. We illustrate this interesting

phenomenon below.

In order to model different stages of the epidemic, we vary the

values of |I|/𝑁 in our initial SEIR compartment partition, i.e., we

vary the fraction of individuals who belong to the I compartment

before any testing strategy is employed. For simplicity of presen-

tation, we only compare DOCTOR against the best performing

baseline in Figure 5. Note that the best performing baseline can

be different at different parameter values. Figure 5(a) compares

the percentage improvement achieved by DOCTOR over the best

performing baseline with varying values of |I|/𝑁 in the initial

SEIR compartment partition. The X-axis shows increasing values of

|I|/𝑁 , and the 𝑌 -axis shows percentage improvement achieved by

DOCTOR over the best performing baseline. This figure shows that

DOCTOR outperforms the best performing baseline by 40% when

|I|/𝑁 = 0.005 (i.e., intermediate severity). Surprisingly, DOCTOR’s

performance improvement diminishes at extreme values of |I|/𝑁 ,

which represent different high and low epidemic severities.

Upon closer examination, this makes sense as solving the optimal

testing problem at extremely low (i.e., small |I|/𝑁 ) or extremely

high (i.e., large |I|/𝑁 ) epidemic severity represent “easier" problems

to solve from a computational perspective. This is because at small

values of |I|/𝑁 , very few individuals are infected, as a result, almost

any testing strategy can work well at this stage. Similarly, at large

values of |I|/𝑁 , the epidemic has already infected a large propor-

tion of individuals, and beyond this point, almost every testing

strategy (including DOCTOR) will lead to a poor performance. On

the other hand, solving the optimal testing problem with interme-

diate |I|/𝑁 , represents “harder" computational problems because at

this stage, the long-term trade off between investing resources in

asymptomatic versus symptomatic testing is most apparent. As a

result, we truly see the benefits of long-term look ahead search and

policy optimization (techniques used by DOCTOR) when |I|/𝑁 is

in the intermediate range.

Thus, we see an easy-hard-easy computational pattern to prob-

lems solved by DOCTOR with varying values of |I|/𝑁 . In fact,

we see this easy-hard-easy pattern with other parameters as well.

Figure 5(b) compares the percentage improvement achieved by

DOCTOR over the best performing baseline with varying values

of 𝑅0. This figure shows that DOCTOR is only effective when 𝑅0 is

neither too low nor too high. For example, when 𝑅0 = 2.0, DOCTOR

achieves a ∼40% smaller I compartment as compared to baselines.

However, when 𝑅0 = 1.0 (or 𝑅0 = 5.0), DOCTOR’s improvement

over baselines diminishes to 28% (or 11%). Again, this is reasonable

because smaller and larger 𝑅0 values correspond to easier problems

- the disease either does not spread fast (at small 𝑅0) or spreads too

fast (at large 𝑅0), hence almost any testing strategy for reducing the

infection number will perform well (for small 𝑅0) or perform bad

(for large 𝑅0). It is only at intermediate 𝑅0 values (corresponding to

hard problems) that the benefits of sequential adaptive optimization

(i.e., DOCTOR) are realized.

Finally, we also observe this easy-hard-easy pattern when we

vary the testing capacity 𝑈𝑐𝑎𝑝 . Figure 5(c) compares the percent-

age improvement achieved by DOCTOR over the best performing

baseline with varying values of 𝑈𝑐𝑎𝑝 . This figure shows that DOC-

TOR is only effective when 𝑈𝑐𝑎𝑝 is neither too low nor too high.

For example, when 𝑈𝑐𝑎𝑝 = 500, DOCTOR outperforms baselines

by 39%. However, when 𝑈𝑐𝑎𝑝 = 300 (or 𝑈𝑐𝑎𝑝 = 800), DOCTOR’s

improvement over baselines diminishes to 17% (or 28%). Intuitively,

this makes sense as when you have a low capacity of testing (easy

problem), it is optimal to allocate all those tests for symptomatic

patients. In this case, DOCTOR is unable to outperform the SY

baseline. Similarly, with very high testing capacities (easy problem),

it is optimal to allocate all tests for asymptomatic testing. In this

case, DOCTOR is unable to outperform the ASY baseline. It is only

at intermediate 𝑈𝑐𝑎𝑝 values (hard problem) that DOCTOR is able

to outperform all baselines significantly. In summary, Figures 5(a),

5(b) and 5(c) illustrate an interesting easy-hard-easy computational

pattern to problems solved by DOCTOR, and show that DOCTOR’s

performance gains are most pronounced on hard problems. Accord-

ingly, this shows that it is advisable to use DOCTOR for determining

testing strategies in the real-world only when |I|/𝑁 , 𝑅0 and𝑈𝑐𝑎𝑝

values are in the intermediate range, which represent the interme-

diate severity of an epidemic. With extremely high or extremely

low severity, simpler static baselines may be more preferable.

6 CONCLUSION
By evaluating DOCTOR in different real-world scenarios, we re-

veal the two-phased nature of DOCTOR’s testing policies. Addi-

tionally, we illustrate that the benefits of these policies are robust

against variations across different input parameters. Surprisingly,

we also discover that the benefits of DOCTOR’s policy show an

easy-hard-easy computational pattern with some varying input pa-

rameters. Such easy-hard-easy patterns have also been observed in

other problems, e.g., Security Games [22], 3-SAT [9, 27] and Influ-

ence Maximization [19]. In summary, DOCTOR represents a highly

useful decision-aid for governments as they plan their COVID-19

testing strategies, especially during the intermediate stages of the

epidemic. Specifically, DOCTOR’s testing strategies result in ∼40%
fewer COVID-19 infections (thereby leading to lesser loss of life).

7 ACKNOWLEDGEMENTS
Yu Liang was supported by a Penn State IST Seed Grant. We also

thank Matthew Ferrari and Justin Silverman for valuable discus-

sions that informed this work.

Main Track AAMAS 2021, May 3-7, 2021, Online

797



REFERENCES
[1] Martin Armstrong. 2020. COVID-19 Cases per Million Inhabitants: A Com-

parison. https://www.statista.com/chart/21176/covid-19-infection-density-in-

countries-most-total-cases/.

[2] Joan L Aron and Ira B Schwartz. 1984. Seasonality and period-doubling bifurca-

tions in an epidemic model. Journal of theoretical biology 110, 4 (1984), 665–679.

[3] Yan Bai, Lingsheng Yao, Tao Wei, Fei Tian, Dong-Yan Jin, Lijuan Chen, and

Meiyun Wang. 2020. Presumed asymptomatic carrier transmission of COVID-19.

Jama 323, 14 (2020), 1406–1407.
[4] Vincent Brault, Bastien Mallein, and Jean-François Rupprecht. 2020. Group

testing as a strategy for the epidemiologic monitoring of COVID-19. arXiv
preprint arXiv:2005.06776 (2020).

[5] Cameron B Browne, Edward Powley, Daniel Whitehouse, Simon M Lucas, Peter I

Cowling, Philipp Rohlfshagen, Stephen Tavener, Diego Perez, Spyridon Samoth-

rakis, and Simon Colton. 2012. A survey of monte carlo tree search methods.

IEEE Transactions on Computational Intelligence and AI in games 4, 1 (2012), 1–43.
[6] Tom Jefferson Carl Heneghan, Jon Brassey. 2020. COVID-19: What proportion

are asymptomatic? https://www.cebm.net/covid-19/covid-19-what-proportion-

are-asymptomatic/.

[7] Centers for Disease Control and Prevention. 2020. COVID-19 Pandemic Planning

Scenarios. https://www.cdc.gov/coronavirus/2019-ncov/hcp/planning-scenarios.

html.

[8] Centers for Disease Control and Prevention. 2020. Overview of Testing for SARS-

CoV-2. https://www.cdc.gov/coronavirus/2019-ncov/hcp/testing-overview.html.

[9] Peter C Cheeseman, Bob Kanefsky, and William M Taylor. 1991. Where the really

hard problems are.. In IJCAI, Vol. 91. 331–337.
[10] Francis Collins. 2020. To Beat COVID-19, Social Distancing is a

Must. https://directorsblog.nih.gov/2020/03/19/to-beat-covid-19-social-

distancing-is-a-must/

[11] Domenico Cucinotta and Maurizio Vanelli. 2020. WHO declares COVID-19 a

pandemic. Acta bio-medica: Atenei Parmensis 91, 1 (2020), 157–160.
[12] Frank Dignum, Virginia Dignum, Paul Davidsson, Amineh Ghorbani, Mijke

van der Hurk, Maarten Jensen, Christian Kammler, Fabian Lorig, Luis Gustavo

Ludescher, Alexander Melchior, et al. 2020. Analysing the combined health, social

and economic impacts of the corovanvirus pandemic using agent-based social

simulation. arXiv preprint arXiv:2004.12809 (2020).
[13] Adam Eck and Leen-Kiat Soh. 2015. To ask, sense, or share: Ad hoc information

gathering. In Proceedings of the 2015 International Conference on Autonomous
Agents and Multiagent Systems. 367–376.

[14] Hamid Eftekhari, Debarghya Mukherjee, Moulinath Banerjee, and Ya’acov Ri-

tov. 2020. Markovian And Non-Markovian Processes with Active Decision

Making Strategies For Addressing The COVID-19 Epidemic. arXiv preprint
arXiv:2008.00375 (2020).

[15] Bill & Melinda Gates Foundation. 2020. EMOD HIV modeling: SEIR and SEIRS

models. https://www.idmod.org/docs/emod/hiv/model-seir.html#seir-and-seirs-

models.

[16] Marino Gatto, Enrico Bertuzzo, Lorenzo Mari, Stefano Miccoli, Luca Carraro,

Renato Casagrandi, and Andrea Rinaldo. 2020. Spread and dynamics of the

COVID-19 epidemic in Italy: Effects of emergency containment measures. Pro-
ceedings of the National Academy of Sciences 117, 19 (2020), 10484–10491.

[17] Giulia Giordano, Franco Blanchini, Raffaele Bruno, Patrizio Colaneri, Alessandro

Di Filippo, Angela Di Matteo, and Marta Colaneri. 2020. Modelling the COVID-19

epidemic and implementation of population-wide interventions in Italy. Nature
Medicine (2020), 1–6.

[18] Anil K. Giri and Divya RSJB Rana. 2020. Charting the challenges behind the

testing of COVID-19 in developing countries: Nepal as a case study. Biosafety
and Health 2, 2 (2020), 53 – 56. https://doi.org/10.1016/j.bsheal.2020.05.002

[19] H. Habiba and T. Berger-Wolf. 2011. Working for Influence: Effect of Network

Density and Modularity on Diffusion in Networks. In 2011 IEEE 11th International
Conference on Data Mining Workshops. 933–940.

[20] Shaobo He, Yuexi Peng, and Kehui Sun. 2020. SEIR modeling of the COVID-19

and its dynamics. Nonlinear Dynamics (2020), 1–14.
[21] Zixin Hu, Qiyang Ge, Li Jin, and Momiao Xiong. 2020. Artificial intelligence

forecasting of covid-19 in china. arXiv preprint arXiv:2002.07112 (2020).
[22] Manish Jain, Kevin Leyton-Brown, and Milind Tambe. 2012. The deployment-to-

saturation ratio in security games. Target 1, 5 (2012), 5.
[23] JuliaWanjiku Karunditu, George Kimathi, and Shaibu Osman. 2019. Mathematical

modeling of typhoid fever disease incorporating unprotected humans in the

spread dynamics. Journal of Advances in Mathematics and Computer Science
(2019), 1–11.

[24] Levente Kocsis and Csaba Szepesvári. 2006. Bandit based monte-carlo planning.

In European conference on machine learning. Springer, 282–293.
[25] Phenyo E Lekone and Bärbel F Finkenstädt. 2006. Statistical inference in a

stochastic epidemic SEIR model with control intervention: Ebola as a case study.

Biometrics 62, 4 (2006), 1170–1177.
[26] Risto Miikkulainen, Olivier Francon, Elliot Meyerson, Xin Qiu, Elisa Canzani,

and Babak Hodjat. 2020. From Prediction to Prescription: AI-Based Optimization

of Non-Pharmaceutical Interventions for the COVID-19 Pandemic. arXiv preprint
arXiv:2005.13766 (2020).

[27] David Mitchell, Bart Selman, and Hector Levesque. 1992. Hard and easy distribu-

tions of SAT problems. In AAAI, Vol. 92. 459–465.
[28] Leon Mutesa, Pacifique Ndishimye, Yvan Butera, Annette Uwineza, Robert Rutay-

isire, Emile Musoni, Nadine Rujeni, Thierry Nyatanyi, Edouard Ntagwabira,

Muhammed Semakula, et al. 2020. A strategy for finding people infected

with SARS-CoV-2: optimizing pooled testing at low prevalence. arXiv preprint
arXiv:2004.14934 (2020).

[29] Hiroshi Nishiura, Tetsuro Kobayashi, Takeshi Miyama, Ayako Suzuki, Sung-

mok Jung, Katsuma Hayashi, Ryo Kinoshita, Yichi Yang, Baoyin Yuan, Andrei R

Akhmetzhanov, et al. 2020. Estimation of the asymptomatic ratio of novel coron-

avirus infections (COVID-19). International journal of infectious diseases 94 (2020),
154.

[30] PanaTimes. 2020. Panama changes strategy and applies COVID-19 tests to

asymptomatic patients. https://panatimes.com/panama-changes-strategy-and-

applies-covid-19-tests-to-asymptomatic-patients.

[31] Gaurav Pandey, Poonam Chaudhary, Rajan Gupta, and Saibal Pal. 2020. SEIR and

Regression Model based COVID-19 outbreak predictions in India. arXiv preprint
arXiv:2004.00958 (2020).

[32] Anca Radulescu and Kieran Cavanagh. 2020. Management strategies in a SEIR

model of COVID 19 community spread. arXiv preprint arXiv:2003.11150 (2020).
[33] David Silver and Joel Veness. 2010. Monte-Carlo planning in large POMDPs. In

Advances in neural information processing systems. 2164–2172.
[34] Justin D Silverman, Nathaniel Hupert, and Alex D Washburne. 2020. Using

influenza surveillance networks to estimate state-specific prevalence of SARS-

CoV-2 in the United States. Science translational medicine 12, 554 (2020).
[35] Rahul Singh, Fang Liu, and Ness Shroff. 2020. A POMDP based "Learning"

Approach for tackling COVID-19. (06 2020).

[36] Rahul Singh, Fang Liu, and Ness B Shroff. 2020. A Partially Observable MDP

Approach for Sequential Testing for Infectious Diseases such as COVID-19. arXiv
preprint arXiv:2007.13023 (2020).

[37] Abhishek Srivastava, Anurag Mishra, Trusha Jayant Parekh, and Sampreeti Jena.

2020. Implementing Stepped Pooled Testing for Rapid COVID-19 Detection.

arXiv preprint arXiv:2007.09780 (2020).
[38] Angela Felicia Sunjaya and Anthony Paulo Sunjaya. 2020. Pooled Testing for

Expanding COVID-19 Mass Surveillance. Disaster Medicine and Public Health
Preparedness (2020), 1–5.

[39] The World Bank. 2020. Projected poverty impacts of COVID-19 (coronavirus).
Technical Report. https://www.worldbank.org/en/topic/poverty/brief/projected-

poverty-impacts-of-COVID-19

[40] Wikipedia. 2020. Santiago de Veraguas. https://en.wikipedia.org/wiki/Santiago_

de_Veraguas.

[41] Bryan Wilder, Marie Charpignon, Jackson A Killian, Han-Ching Ou, Aditya Mate,

Shahin Jabbari, Andrew Perrault, Angel Desai, Milind Tambe, and Maimuna S

Majumder. 2020. Modeling between-population variation in COVID-19 dynamics

in hubei, lombardy, and new york city. Available at SSRN (2020).

[42] World Health Organization. 2020. WHO Coronavirus Disease (COVID-19) Dash-

board. https://covid19.who.int/

[43] Amulya Yadav, Hau Chan, Albert Jiang, Eric Rice, Ece Kamar, Barbara Grosz, and

Milind Tambe. 2016. Pomdps for assisting homeless shelters–computational and

deployment challenges. In International Conference on Autonomous Agents and
Multiagent Systems. Springer, 67–87.

[44] Amulya Yadav, Hau Chan, Albert Xin Jiang, Haifeng Xu, Eric Rice, and Milind

Tambe. 2016. Using Social Networks to Aid Homeless Shelters: Dynamic Influence

Maximization under Uncertainty.. In AAMAS, Vol. 16. 740–748.
[45] Amulya Yadav, Bryan Wilder, Eric Rice, Robin Petering, Jaih Craddock, Amanda

Yoshioka-Maxwell, Mary Hemler, Laura Onasch-Vera, Milind Tambe, and Darlene

Woo. 2017. Influence maximization in the field: The arduous journey from emerg-

ing to deployed application. In Proceedings of the 16th conference on autonomous
agents and multiagent systems. 150–158.

[46] Zifeng Yang, Zhiqi Zeng, Ke Wang, Sook-San Wong, Wenhua Liang, Mark Zanin,

Peng Liu, Xudong Cao, Zhongqiang Gao, Zhitong Mai, et al. 2020. Modified SEIR

and AI prediction of the epidemics trend of COVID-19 in China under public

health interventions. Journal of Thoracic Disease 12, 3 (2020), 165.
[47] Idan Yelin, Noga Aharony, Einat Shaer-Tamar, Amir Argoetti, Esther Messer, Dina

Berenbaum, Einat Shafran, Areen Kuzli, Nagam Gandali, Tamar Hashimshony,

et al. 2020. Evaluation of COVID-19 RT-qPCR test in multi-sample pools. MedRxiv
(2020).

[48] Xingxia Yu and Rongrong Yang. 2020. COVID-19 transmission through asymp-

tomatic carriers is a challenge to containment. Influenza and Other Respiratory
Viruses (2020).

[49] Tony Zitek. 2020. The appropriate use of testing for COVID-19. Western Journal
of Emergency Medicine 21, 3 (2020), 470.

Main Track AAMAS 2021, May 3-7, 2021, Online

798

https://www.statista.com/chart/21176/covid-19-infection-density-in-countries-most-total-cases/
https://www.statista.com/chart/21176/covid-19-infection-density-in-countries-most-total-cases/
https://www.cebm.net/covid-19/covid-19-what-proportion-are-asymptomatic/
https://www.cebm.net/covid-19/covid-19-what-proportion-are-asymptomatic/
https://www.cdc.gov/coronavirus/2019-ncov/hcp/planning-scenarios.html
https://www.cdc.gov/coronavirus/2019-ncov/hcp/planning-scenarios.html
https://www.cdc.gov/coronavirus/2019-ncov/hcp/testing-overview.html
https://directorsblog.nih.gov/2020/03/19/to-beat-covid-19-social-distancing-is-a-must/
https://directorsblog.nih.gov/2020/03/19/to-beat-covid-19-social-distancing-is-a-must/
https://www.idmod.org/docs/emod/hiv/model-seir.html#seir-and-seirs-models
https://www.idmod.org/docs/emod/hiv/model-seir.html#seir-and-seirs-models
https://doi.org/10.1016/j.bsheal.2020.05.002
https://panatimes.com/panama-changes-strategy-and-applies-covid-19-tests-to-asymptomatic-patients
https://panatimes.com/panama-changes-strategy-and-applies-covid-19-tests-to-asymptomatic-patients
https://www.worldbank.org/en/topic/poverty/brief/projected-poverty-impacts-of-COVID-19
https://www.worldbank.org/en/topic/poverty/brief/projected-poverty-impacts-of-COVID-19
https://en.wikipedia.org/wiki/Santiago_de_Veraguas
https://en.wikipedia.org/wiki/Santiago_de_Veraguas
https://covid19.who.int/

	Abstract
	1 Introduction
	2 Related Work
	3 The Optimal Testing Problem
	4 DOCTOR POMDP
	5 Experimental Results
	5.1 DOCTOR's performance in Panama
	5.2 Is DOCTOR robust to varying parameters?
	5.3 What did DOCTOR learn?
	5.4 When to use DOCTOR?

	6 Conclusion
	7 Acknowledgements
	References



