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ABSTRACT
Critical sectors of human society are progressing toward the adop-
tion of powerful artificial intelligence (AI) agents, which are trained
individually on behalf of self-interested principals but deployed in
a shared environment. Short of direct centralized regulation of AI,
which is as difficult an issue as regulation of human actions, one
must design institutional mechanisms that indirectly guide agents’
behaviors to safeguard and improve social welfare in the shared
environment. Our paper focuses on one important class of such
mechanisms: the problem of adaptive incentive design, whereby a
central planner intervenes on the payoffs of an agent population
via incentives in order to optimize a system objective. To tackle this
problem in high-dimensional environments whose dynamics may
be unknown or too complex to model, we propose a model-free
meta-gradient method to learn an adaptive incentive function in
the context of multi-agent reinforcement learning. Via the prin-
ciple of online cross-validation, the incentive designer explicitly
accounts for its impact on agents’ learning and, through them, the
impact on future social welfare. Experiments on didactic bench-
mark problems show that the proposed method can induce selfish
agents to learn near-optimal cooperative behavior and significantly
outperform learning-oblivious baselines. When applied to a com-
plex simulated economy, the proposed method finds tax policies
that achieve better trade-off between economic productivity and
equality than baselines, a result that we interpret via a detailed
behavioral analysis.
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Madness is rare in individuals—but in groups, par-
ties, nations, and ages, it is the rule.

Nietzsche [32]

1 INTRODUCTION
As advances in artificial intelligence research drive the growing
presence of AI in critical infrastructures—such as transportation
[6, 7], information communication [16], financial markets [17] and
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agriculture [26]—it is increasingly important for AI research to
complement the solipsistic view of models and agents acting in
isolation with a broader viewpoint: these models and agents may
be developed by independent and self-interested principals but are
eventually deployed in a shared multi-agent ecosystem. Apart from
the special cases of pure common or conflicting interest (i.e., team
or zero-sum payoffs), the majority of possible scenarios involve
mixed motives [42] whereby cooperation for optimal group payoff
is attainable if selfish behavior out of greed or fear—which results
in low individual and group payoff—can be overcome. Research
on endowing individual agents with social capabilities and design-
ing central institutional mechanisms to safeguard and improve
social welfare, recently named “Cooperative AI” [9], is a long-term
necessity that requires present-day research efforts.

We focus on one specific pillar of this research agenda: the prob-
lem of adaptive incentive design [40], whereby a central institution
shapes the behavior of self-interested agents to improve social wel-
fare, by introducing an incentive function to modify their individual
payoffs. The trivial solution of setting individual payoffs equal to the
average system payoff is known to be suboptimal [37]: e.g., uniform
redistribution of income leads to low productivity. This problem
can be formalized as a reverse Stackelberg game [15, 47], in which
the leader first proposes a function (e.g., the incentive function) that
maps from the follower’s action space to the leader’s decision space,
while the follower chooses a best response. This is a difficult bi-level
optimization problem even in the linear case [14]. To tackle this
problem in high-dimensional multi-agent systems, we propose a
model-free method based on meta-gradient reinforcement learning
[59] and the principle of online cross-validation [49], for the incen-
tive designer (ID) to explicitly account for the learning dynamics
of agents in response to incentives. Potential applications in the
long term include: e.g. shaping consumption patterns to improve
the efficiency of smart power grids [54] and to mitigate climate
crisis [3]; reducing wait times or traffic congestion in taxi dispatch
and traffic tolling systems [11, 31]; solving the social dilemma of
autonomous vehicle adoption [7]; improving the trade-off between
economic productivity and income equality via taxation [61].

In the spirit of complexity economics [2], whereby the tractability
of linear models with analytic equilibria [13, 37, 41] is eschewed for
the greater realism and richer dynamics of high-dimensional agent-
based simulation, we work in the framework of Markov games [27]
with reinforcement learning (RL) agents [50]. Within this context,
we interpret “incentive design” in the broad sense of influencing
agents’ behaviors via modifying their individual payoffs. The is-
sue of incentive compatibility, despite being central to analytically
tractable applications such as auctions where the goal is to elicit
truthful reporting of private valuations [40], do not pertain in gen-
eral to complex simulations involving RL agents for the following
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reasons: 1) the concept of private individual preferences may not
make sense in the application (e.g., a social dilemma whose payoff
is known to all parties); 2) there may be no a priori or fixed private
valuations, because an agent’s preference is completely represented
by its reward function, which itself depends on the incentive func-
tion and hence changes dynamically along with the ID’s online
optimization process; and 3) a complex simulation involving non-
linear processes and discrete rules is used to investigate dynamical
behavior rather than to converge to equilibria.

Our use of simulation is motivated by two considerations. Firstly,
there may arise a future ecosystem of AI in diverse spaces, such as
multiple firms in a financial market [1] and multiple recommenda-
tion systems in the same consumer sector [29]. With the increasing
success of RL on progressively more difficult tasks [5, 46, 56] and
growing efforts to apply RL to real-world problems [19, 22], such
real-world in silico AI are likely to involve RL for optimization of
long-term objectives and will be ontologically equivalent to the
entities in our work. Secondly, agent-based simulation is also rel-
evant to incentive design for a group of self-interested humans,
firms, or states, by viewing the reward-maximizing behavior of RL
agents as an approximation of the bounded rationality of such real
world entities [33]. Therefore, we validate our approach in existing
simulation benchmarks: Escape Room [60] and Cleanup [18], which
are deceptively hard but easily interpretable benchmark problems,
and the complex economic simulation called Gather-Trade-Build
[61], where agent behavior such as specialization and correlations
between taxation and productivity are qualitatively in accord with
results from economic theory and reality.

The centralized incentive designer (ID) in our work is related but
orthogonal to the centralization commonly seen in the literature on
cooperative MARL [36, 38]: centralized training in MARL permits
a global entity to update each agent’s individual policy parameters
using shared global information and thereby directly optimize a
single team reward, while the ID in our work can only set an incen-
tive function to affect each agent’s total individual reward. Given
a fixed incentive function, our agents live in a fully-decentralized
POMDP [35]. The ID’s intervention on the agents’ reward function
also differs from the insertion of controlled agents (e.g., centrally-
controlled autonomous vehicles) whose actions indirectly regulate
the behavior of other individuals (e.g. human drivers) [57].

In short, the algorithmic and experimental contributions of this
paper are: (1) we propose a meta-gradient approach for the re-
verse Stackelberg game formulation of incentive design in high-
dimensional multi-agent reinforcement learning settings; (2) we
explain and show experimentally that using standard RL for the
incentive designer faces significant difficulties even small finite
state finite action Markov games; (3) our proposed method can
converge to known global optima in standard benchmark prob-
lems, and it generates significantly higher social welfare than the
previous state-of-the-art in a complex high-dimensional economic
simulation of market dynamics with taxation.

2 RELATEDWORK
A large body of previous work on incentive, utility, and mechanism
design belongs to the analytic paradigm, which faces limitations
such as linear agent cost and planner incentive functions [37, 41],
finite single-round games [23], state-based potential games [25],

or pertain to special problems such as welfare distribution [13]
or seller-buyer auctions [45]. These simplifications result in lower
applicability to complex, nonlinear, and temporally-extended envi-
ronments such as dynamic economies [61]. In contrast, we adopt
the paradigm of agent-based simulation [53] and take state-of-the-
art agent learning methods (i.e., deep reinforcement learning, at
present) as the starting point to inform a method for incentive
design, at the cost of discarding analytical tractability.

Previous work on incentive or mechanism design with RL differ
from ours in the choice of the algorithm for the incentive designer
or the model of agents. Brero et al. [8], Tang [52] apply RL to
the upper-level planner for non-RL agents. Pardoe et al. [39] use
perturbation-based gradient ascent to search for hyperparameters
of a 𝑘-armed bandit algorithm that determines the parameters of an
auction. Mguni et al. [30] employ Bayesian optimization and treat
the lower-level multi-agent RL as a black-box. The central planner
in Baumann et al. [4] optimizes social welfare in 2-player matrix
games by anticipating the players’ one-step updates. Li et al. [24]
assume that agents’ total payoff is a continuous and differentiable
function of the joint strategy—which does not hold in general if
agents’ original reward can be any combination of discrete and
nondifferentiable rules—and differentiate through the variational
inequality reformulation of Nash equilibria. The closest work to
ours are Yang et al. [60], where fully-decentralized RL agents learn
mutual pairwise incentivization, andDanassis et al. [10], Zheng et al.
[61], where a central RL planner optimizes an adaptive tax or price
policy at the same time-scale as RL agents’ policy optimization.

The technical aspect of our method builds on single-agent meta-
gradient RL [59] and discovering intrinsic rewards [62], which we
extend to the multi-agent setting and refine with the principle of
online cross-validation [49]. Related to but different from the variety
of existing single-agent meta-learning methods enumerated in Xu
et al. [58, Table 1], our method learns a general neural network
representation of an incentive function within a single lifetime, as
opposed to methods that optimize hyperparameters [28, 48, 59],
learn target functions [58], or use multiple lifetimes over different
environments to find general update functions [20, 34].

3 METHOD
We propose a method, called “MetaGrad”, for an Incentive Designer
(ID) to optimize a measure of social welfare by explicitly accounting
for the impact of incentives on the behavior of a population of 𝑛
independent agents. Each agent 𝑖 ∈ {1, . . . , 𝑛} has an individual
reward function 𝑅𝑖 : S ×A𝑛 ×U → R, which depends not only on
the global state 𝑠 ∈ S and the joint action a ∈ A𝑛 , as in standard
Markov games [27] with transition function 𝑃 (𝑠 ′ |𝑠, a), but also on
an incentive that is parameterized by 𝑢 ∈ U for some bounded
setU ⊂ R𝑙 (e.g., a vector of marginal tax rates). We assume that
𝑅𝑖 is differentiable with respect to the argument 𝑢—this holds in
the common case of additive incentives such as highway tolling, as
well as in complex mechanisms such as a bracketed tax schedule
(7). This incentive 𝑢 is generated by the ID via a learned incentive
function 𝜇𝜂 : S × A𝑛 →U, parameterized by 𝜂, which adaptively
responds to the current system state and joint action of the agents.
Each agent 𝑖 independently learns a policy 𝜋𝜃𝑖 , parameterized by
𝜃𝑖 , to optimize its own individual expected return, while the ID’s

Main Track AAMAS 2022, May 9–13, 2022, Online

1437



performance is measured by a social welfare reward 𝑅ID (𝑠, a). Let
𝝅 and 𝜽 denote the agents’ joint policy and policy parameters,
respectively. For brevity, we use 𝑅𝑖𝜂 (𝑠, a) to denote 𝑅𝑖 (𝑠, a, 𝜇𝜂 (𝑠, a)),
and we identify 𝜽 with the policy 𝝅𝜽 where no confusion arises.

The ID aims to solve the bilevel optimization problem

(ID) max
𝜂

𝐽 ID (𝜂;𝜽 ) := E𝝅𝜽 ,𝑃 (𝑠′ |𝑠𝑡 ,a)

[
𝐻∑︁
𝑡=0

𝛾𝑡𝑅ID𝑡 −𝜓 (𝑠𝑡 )
]

(1)

(Agents) 𝜽 =

{
argmax

𝜃𝑖
𝐽 𝑖 (𝜽 ;𝜂) := E𝝅𝜽

[
𝐻∑︁
𝑡=0

𝛾𝑡𝑅𝑖𝜂 (𝑠𝑡 , a𝑡 )
]}𝑛

𝑖=1

(2)

over episode horizon 𝐻 , and𝜓 is a known cost for incentivization.
We assume that the 𝑛 agents apply a gradient-based reinforce-

ment learning procedure RL(·) to update their policies in response
to the reward determined by 𝜂, i.e., that (2) is achieved by 𝜃𝑖 =

RL(𝜃𝑖0;𝜂), where 𝜃
𝑖
0 is an initial policy. In the ideal case, one should

measure the population behavior under the final joint policy 𝜽 ,
after convergence of the RL process under a fixed 𝜂, to evaluate the
effectiveness of 𝜂 in optimizing social welfare and conduct a single
𝜂 update. However, the high sample count required for convergence
of RL in practice is prohibitively expensive, especially if one wishes
to apply gradient descent to optimize 𝜂. To tackle this challenge,
we build on the effectiveness of meta-gradient RL in optimizing
hyperparameters and parameterized objectives concurrently with
an agent’s policy optimization [34, 58, 59]. We apply iterative gradi-
ent descent to the upper objective (1) on the same timescale as the
agents’ policy optimization (2), by explicit differentiating through
the agents’ policy updates. We emphasize that even though the ID
does not wait for convergence of the final 𝜽 , we follow the principle
of online cross-validation [49] and extend it to the optimal control
setting : the data used for the 𝜂-update is still generated by the
agents’ updated policies, not by any arbitrary policy, in order to
measure accurately the impact of 𝜂 on the ID’s objective through
the agents’ learning process. This differs from previous single-agent
meta-gradient RL [58, 59], where the trajectories used for the outer
update were not generated by the updated agent policy.

Specifically, we implement the following algorithm (Algorithm 1).
Given the current policy 𝜽0 and incentive function 𝜇𝜂 , agents collect
trajectories {{𝜏𝑖

𝑗
}𝑛
𝑖=1}

𝑀−1
𝑗=0 ∼ 𝝅𝜽0 (Algorithm 1, line 3) and conduct

𝑀 policy update steps (Algorithm 1, line 5):

𝜽 (𝜂) B 𝜽𝑀 = 𝜽0 +
𝑀−1∑︁
𝑗=0

Δ𝜽 𝑗 (𝜂) . (3)

Each agent’s update Δ𝜃𝑖
𝑗
(𝜂) ∝ ∇𝜃𝑖

𝑗
𝐽 𝑖 (𝜃𝑖

𝑗
;𝜂, 𝜏𝑖

𝑗
) depends on the fixed

𝜂. For example, if agents learn by policy gradient methods, we
have Δ𝜃𝑖

𝑗
∝ ∑𝑇

𝑡=0 ∇𝜃𝑖𝑗 log𝜋𝜃𝑖𝑗 (𝑎
𝑖
𝑡 |𝑜𝑖𝑡 )𝐴𝑖

𝑡 (𝜏𝑖𝑗 ;𝜂), where 𝐴
𝑖
𝑡 is an ad-

vantage function that depends on 𝜂 via 𝑅𝑖𝜂 (𝑠, a). Now let 𝝉 denote
the subsequent trajectory generated by the agents’ updated policies
𝜽 (Algorithm 1, line 6), which serves as the validation trajectory
that measures the indirect impact of 𝜂 on the ID’s return through
the agents’ learning. The ID computes and ascends the gradient of
objective (1) w.r.t. 𝜂 via the chain rule (Algorithm 1, line 7)

∇𝜂 𝐽 ID (𝜂;𝜽 ,𝝉 ) =
𝑛∑︁
𝑖=1

(
∇𝜂𝜃𝑖 (𝜂)

)⊤ (
∇
𝜃𝑖
𝐽 ID (𝜂;𝜽 ,𝝉 )

)
− ∇𝜂𝜓 (𝜏) (4)

Algorithm 1 Meta-Gradient Incentive Design with pipelining

1: procedure
2: Initialize all agents’ policy parameters 𝜃𝑖 , incentive function

parameters 𝜂
3: Generate trajectory 𝝉 using 𝜽 and 𝜂
4: for each iteration do
5: For all agents, update 𝜃𝑖 with 𝝉 using (3)
6: Generate a new trajectory 𝝉 using new 𝜽
7: Update 𝜂 by gradient ascent along (5) using 𝝉 and 𝝉
8: 𝝉 ← 𝝉 , 𝜂 ← 𝜂, 𝜃𝑖 ← 𝜃𝑖 for all 𝑖 ∈ [𝑛].
9: end for
10: end procedure

where ∇𝜂𝜃𝑖 is computed using a replica of the 𝜃𝑖 update step.
Proximal meta-gradient optimization. Instead of computing

both factors of (4), we can view (1) as a standard objective in policy-
based RL, with the difference that we optimize with respect to 𝜂
instead of the policy parameters 𝜽 . Hence, one can apply the policy
gradient algorithm [51] by replacing ∇𝜽 with ∇𝜂 , as shown in Yang
et al. [60, Appendix C] and used implicitly by Xu et al. [58, 59].
We extend this viewpoint by showing (in Appendix A.1) that trust-
region arguments [43] hold for meta-gradients, which justifies the
use of a proximal policy optimization (PPO)-type gradient [44] for
the outer optimization:

∇𝜂 𝐽 ID (𝜂;𝜽 ,𝝉 ) = Ea𝑡 ,𝑠𝑡∼𝝅𝜽 (𝜂)

[
min

(
𝑟 (𝜽 ;𝜂)𝐴𝑡 ,

clip(𝑟 (𝜽 ;𝜂), 1 − 𝜖, 1 + 𝜖)𝐴𝑡

)] (5)

𝑟 (𝜽 ;𝜂) :=
∇𝜂𝝅𝜽 (𝜂) (a|𝑠)
𝝅𝜽 (𝜂) (a|𝑠)

, (6)

where 𝐴𝑡 :=
∑𝑇−1
𝑙=𝑡
(𝛾𝜆)𝑙−1𝛿𝑙 is a generalized advantage estimator

computed using 𝛿𝑡 := 𝑅ID (𝑠𝑡 , a𝑡 ) + 𝛾𝑉 (𝑠𝑡+1) − 𝑉 (𝑠𝑡 ), critic 𝑉 for
the ID, discount 𝛾 and 𝜆-returns.

3.1 Technical Relation to Prior Multi-Agent
Learning Methods for Incentivization

The “AI Economist” [61] treats agents’ learning as a black-box: it
applies standard RL to a central planner who learns an adaptive tax
policy concurrently with the agents’ policy learning within a fully-
decentralized multi-agent economy. Rather than addressing the
bi-level optimization problem, this expands the multi-agent system
and exacerbates the already existing problem of non-stationarity in
decentralized MARL, which required heuristics such as curriculum
learning and tax annealing that are difficult to tune. In contrast, our
method to train the incentive function fundamentally differs from
standard RL: the gradient (5) is taken with respect to the 𝜂 variables
of the incentive function, through the policy updates 𝜽 ← 𝜽 + Δ𝜽
of all the regular RL agents, where 𝜃𝑖 preserves the dependence of
each agent’s update on 𝜂 in the computational graph.

Our technical method is the centralized analogue of the fully-
decentralized pairwise incentivization in LIO [60]. That work begins
with the premise that all, or some, agents in the environment are
equipped with the LIO learning mechanism, but this may not hold
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in general environments where no principal opts to use a LIO agent.
In contrast, our work only assumes that agents learn from reward
functions that depend on and can be differentiated with respect to
incentives, which pertains to more general potential applications.

4 EXPERIMENTAL SETUP
We evaluated our approach in three environments: 1) Escape Room
(ER) [60], a small but deceptively hard pedagogical example that
accentuates the core challenges of incentive design for RL agents;
2) Cleanup [18], a high-dimensional instance of a sequential social
dilemma; and 3) the Gather-Trade-Build simulation of a market
economy with taxation, trading, and competition for limited re-
source.We conducted eight independent runs per method for Escape
Room, 10 for Cleanup, and four for Gather-Trade-Build. Section 4.1
summarizes the high-level features of these environments; Appen-
dix B.1 provides complete specifications. Section 4.2 describes the
implementation of the method and baselines.

4.1 Environments
Escape Room [60]. The Escape Room game ER(𝑛,𝑚) is a discrete
𝑛-player Markov game with individual extrinsic rewards and pa-
rameter𝑚 < 𝑛. An agent gets +10 extrinsic reward for exiting a
door, but this requires𝑚 other agents to sacrifice their own self-
interest by pulling a lever at a cost of −1 each. We fix all agents
to be standard independent RL agents without “give-reward” ca-
pabilities, and we introduce a central incentive designer who can
modify each agent’s reward by adding a scalar bounded in (0, 2),
since an incentive value of 1 + 𝜖 for 𝜖 > 0 is sufficient for an agent
to overcome the −1 penalty for pulling the lever. The ID’s reward
𝑅ID is the sum of all agents’ rewards, and the cost of incentivization
𝜓 is the sum of all scalar incentives. Hence, the global optimum
reward for the incentive designer is 10(𝑛 −𝑚) −𝑚 −𝑚(1 + 𝜖).

Cleanup [18]. The Cleanup scenario is a high-dimensional grid-
world sequential social dilemma that serves as a difficult benchmark
for independent learning agents. Agents get +1 individual reward
by collecting “apples”, whose spawn rate decreases in proportion
to the amount of “waste”. Each agent can contribute to the public
good by firing a cleaning beam to clear waste, but doing so would
enable other agents to defect and selfishly collect apples, hence
posing a difficult social dilemma. We extended the open-source
implementation [55] to provide a global observation image for the
incentive designer.

Gather-Trade-Build (GTB) [61]. The GTB simulation is a 2D
gridworld inwhich agents with varying skill levels collect resources
that replenish stochastically, spend resources to build houses for
coins (i.e., income), and trade coins for resources in an auction
system, at the expense of labor costs for each action. It is not known
to be a sequential social dilemma. GTB has a much larger state and
action space than Escape Room and Cleanup due to the auction
system, which provides 44 trading actions and supplements each
agent’s spatial observation with the current and historical market
information (e.g., counts of bids and asks for various price levels for
each resource). At time 𝑡 , the system productivity prod𝑡 is defined
as the sum of all agents’ coins, and equality eq𝑡 is defined such that
eq = 1 corresponds to uniform coin over agents and eq = 0 means
only one agent has non-zero coin. The incentive designer is a central

tax planner who optimizes a trade-off between productivity and
equality, defined as

∑𝐻
𝑡=1 prod𝑡 · eq𝑡 over horizon 𝐻 , by imposing

taxes according the following mechanism. Each episode lasts for
𝐻 = 100 time steps and consists of 10 tax periods. At the start
of each tax period, the ID sets a tax schedule 𝑇 : R → R that
determines the tax 𝑇 (𝑧) applied to an agent’s income 𝑧 earned
within the period. 𝑇 is a bracketed tax schedule based on the US
federal taxation scheme: given a set of income thresholds {𝑚𝑏 }𝐵=7𝑏=0
with𝑚0 = 0 < 𝑚1 < · · · < 𝑚𝐵 = ∞, the ID defines 𝑇 by setting a
vector of marginal tax rates [𝜏𝑏 ]𝐵𝑏=1, where 𝜏𝑏 ∈ [0, 1] applies to
bracket (𝑚𝑏 ,𝑚𝑏+1), such that the total tax on income 𝑧 is given by

𝑇 (𝑧) =
𝐵−1∑︁
𝑏=0

𝜏𝑏
(
(𝑚𝑏+1 −𝑚𝑏 )1𝑧>𝑚𝑏+1 + (𝑧 −𝑚𝑏 )1𝑚𝑏<𝑧≤𝑚𝑏+1

)
(7)

where 1𝑝 = 1 if 𝑝 is true and 0 otherwise. At the end of each tax
period, the total collected tax is evenly distributed back to all agents:
if agent 𝑖 gets total income 𝑧𝑝

𝑖
within period 𝑝 , then the agent’s

final adjusted income at the end of the tax period is given by:

𝑧
𝑝

𝑖
= 𝑧

𝑝

𝑖
−𝑇 (𝑧𝑝

𝑖
) + 1

𝑁

𝑛∑︁
𝑗=1

𝑇 (𝑧𝑝
𝑗
) . (8)

We used the 15 × 15 map called “env-pure_and_mixed-15x15” [61],
which features similar spatial distribution of resource spawn points
as the original 25 × 25 map. Each agent’s observation consists of
an 11 × 11 egocentric spatial window, their resource inventories,
collection and building skills, personal and other agents’ bids and
asks, and quantities derived from the current period’s tax rate. The
ID observes the complete spatial world state, agents’ inventories
and incomes, cumulative bids and asks, and all derived tax quanti-
ties, but does not know agents’ private skill and utility functions.
Agents have the same discrete action space consisting of move-
ments, building, and trading actions. Appendix B.1.3 provides more
information on observation/action spaces and agent utilities.

4.2 Implementation and Baselines
We describe the key implementation of all methods here and include
all remaining details in Appendix B.2. We use 𝑀 = 1 for MetaGrad
across all experiments, such that an ID update occurs after each
policy update by agents. We employ pipelining to improve the
efficiency of MetaGrad: the validation trajectory 𝝉 generated by
agents’ updated policies (Algorithm 1, line 6), which is required
for the ID’s update step, is used for the agents’ policy update in
the next iteration (Algorithm 1, line 5). To differentiate through
the agents’ learning step, MetaGrad has access to agents’ policy
parameters and gradients. This assumption can be removed by using
behavioral cloning to obtain surrogate models of agents, which has
been demonstrated by existing methods that rely on knowledge of
agent parameters [12, 60].

Our main baseline is termed dual-RL, in which the incentive
designer itself is a standard RL agentwho optimizes the system-level
objective at the same time-scale as the original RL agents. Dual-RL
is the centralized analogue of the decentralized agents with “give-
reward” actions, introduced as a baseline in Yang et al. [60]. It is
also formally equivalent to the method called “AI economist” in
Zheng et al. [61]. In Escape Room , we compare with discrete-action
and continuous-action variants of dual-RL, labeled “dual-RL (d)”
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(a) ER(5,2) (b) ER(10,5) (c) Dual-RL (d) (d) Incentives

Figure 1: Escape Room. (a) In ER(5, 2), MetaGrad converges to the global optimum where two agents are incentivized by 1 + 𝜖
(for some small 𝜖 > 0) to pull the lever with -1 penalty, three other agents exit the door with +10 reward, which results in a
total ID reward near 26. (b) MetaGrad also converges to the global optimum in ER(5, 2) with ID reward near 40. (c) Dual-RL
(discrete) was unstable and had high variance across seeds, for various choices of discrete action spaces for the incentive values.
(d) Incentives given by MetaGrad for each action by each agent in ER(2, 1).

and “dual-RL (c)”. In Cleanup, we compare with “dual-RL (c)”. In
GTB, we implemented the core aspects of the “AI Economist” based
on available information in Zheng et al. [61] (relabeled as “dual-RL”
here), and also compare with the static US federal tax rates. We
tuned hyperparameters for all methods equally using a successive
elimination method, detailed in Appendix B.3.

Escape Room. We used policy gradient [51] without parameter
sharing as the base agent implementation for all methods. The
incentive function 𝜇𝜂 in MetaGrad is a neural network that maps
the global state and agents’ joint action to a scaled sigmoid output
layer of size |A| = 3 (the number of possible agent actions), such
that the value of each output node 𝑖 lies in (0, 2) and is interpreted as
the incentive for action 𝑖 taken by any agent. This parameterization
enables MetaGrad to scale to larger number of agents, e.g. ER(10, 5).
The cost for incentivization is the sum of all incentives given to
agents, and is accounted by 𝜓𝑡 (𝜂) in MetaGrad’s loss function.1
For dual-RL (d), we tried three different sets of discrete incentives
𝑆𝑟 = {0, 1.1}, 𝑆𝑟 = {0, 1.1, 2.0}, and 𝑆𝑟 = {0, 0.5, 1.0, 1.5, 2.0}. The
designer’s action space is Discrete(|𝑆𝑟 | |A |). Hence, the designer’s
action is an assignment of a scalar incentive value to each possible
agent action, and the policy output is a categorical distribution. In
dual-RL (c), the designer’s action space is (0, 2)𝑛 , and its policy
𝜋 (𝑎ID |𝑜) is defined by sampling 𝑢 ∼ N(𝜇𝜂 (𝑠, a), 1) with neural
network 𝜇𝜂 : S×A𝑛 → R𝑛 , then applying the same sigmoid output
layer 𝜎 as MetaGrad to get 𝑎ID = 𝜎 (𝑢). The total incentives given
to agents are subtracted from 𝑅ID. To compare with the method
of Baumann et al. [4], we implemented separate experiments with
actor-critic for agents’ policy updates.

Cleanup. We used actor-critic agents with TD(0) critic updates
[50] and parameter-sharing as the base agent for all methods. Meta-
Grad and dual-RL (c) have the same architecture as for Escape Room,
except that: 1) the observation input for agents and the ID is an RGB
image; 2) the ID has a vector observation indicating whether or not
each agent performed a cleaning action; 3) each output node of the
incentive function is interpreted as the incentive for an action type
in the set {fire cleaning beam, collect apples, else}.

1At train time, one cannot for cost in 𝑅ID of the current episode because MetaGrad
only learns from 𝑅ID in the next episode, not the episode where incentives are given.
At test time, incentives are subtracted from 𝑅ID so that comparison to baselines is fair.

Gather-Trade-Build. We used PPO agents [44] with parameter
sharing for all methods. The incentive function in MetaGrad has
𝐵 = 7 output nodes, where the value 𝜏𝑏 at each node 𝑏 is capped
by sigmoid activation to lie in (0, 1) and is interpreted as the tax
rate 𝜏𝑏 for bracket (𝑚𝑏 ,𝑚𝑏+1). By (7), (8), and (25), each agent’s
policy update is a differentiable function of the incentive function
parameters 𝜂. The ID has seven action subspaces (one for each of
the 𝐵 = 7 tax brackets), each with 21 discrete actions that choose
the marginal tax rate in {0, 0.05, . . . , 1.0}. Dual-RL applies standard
RL to the ID, whose action space is a direct product of seven action
subspaces (one for each of the 𝐵 = 7 tax brackets), each with 21
discrete choices of the marginal tax rate in {0, 0.05, . . . , 1.0}. Zheng
et al. [61] reported the need for a two-phase curriculum with tax
annealing to stabilize training for Dual-RL, which may face diffi-
culties with non-stationarity of the expanded multi-agent system.
Hence, in the curriculum version of GTB experiments, we first
train agents in a free-market (zero tax) scenario in Phase 1, while
the RL-based tax policy is introduced in Phase 2 with a gradual
annealing schedule on the maximum tax rate. We repeated experi-
ments without curriculum to investigate the stability of MetaGrad.
For measurements of economic activity and tax rates produced by
trained models, we report the mean and standard error over the
four trained models of the mean over 100 test episodes per model.

5 RESULTS
Escape Room. MetaGrad converged to the known global optimum
value of approximately 26 in ER(5, 2) and 40 in ER(10, 5) (Figures 1a
and 1b, respectively). Figure 1d shows the dynamics of incentiviza-
tion during training in the case of ER(2, 1), where we labeled each
agent at the end of training as either a “cooperator” or a “winner”
based on whether the agent primarily pulls the lever or exits the
door, respectively. We see that the cooperator consistently receives
incentives of 1 + 𝜖 during the majority of episodes, which explains
the emergence of its cooperative behavior, whereas the winner
receives zero incentives asymptotically, which shows the designer
learned to avoid unnecessary costs. In contrast, both dual-RL (d)
and dual-RL (c) did not solve ER, even including various choices
of the discrete action space (Figure 1c). This is because a standard
RL incentive designer optimizes the expected return of one episode,
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(a) Social welfare (b) Equality (c) Productivity

Figure 2: GTB without curriculum: MetaGrad finds tax policies that induce higher social
welfare than baselines, by promoting higher productivity at similar levels of equality.

Figure 3: MetaGrad tax rates for
each independent run.

(a) Resource collected (b) Income from building (c) Income from trading

Figure 4: GTB without curriculum: economic activity after 200k training episodes.
Figure 5: Dual-RL tax rates for
each independent run.

but the impact of its "give-reward" action only appears after agents
have conducted learning updates over many episodes. In any given
episode, the ID’s reward contains no information about the impact
of the actions it chose during that episode. The only conceivable
way that dual-RL learns is by serendipity: the ID’s action 𝑎 in a
previous episode 𝑖 led to a change in agents’ behavior that results
in positive reward for the ID during the current episode 𝑗 , and the
ID happened to take 𝑎 again in episode 𝑗 , which results in correct
credit assignment when learning from episode 𝑗 . In fact, among
eight independent runs for dual-RL, the only run that succeeded
had the same random seed as in hyperparameter search. Appendix
C, Figure 14, shows that MetaGrad outperforms the incentive design
method of Baumann et al. [4], which faced numerical instabilities
when extended from matrix games to Markov games.

Figure 6: 7x7 map

Cleanup. As shown in Fig-
ure 6, MetaGrad achieved a high
level of social welfare, which is
only possible because one agent
received incentives to take clean-
ing actions while another agent
collects apples. The method la-
beled “Cen” trains a single policy
that acts for both agents; it serves
as an empirical upper bound on

performance. Under dual-RL, agents did not receive appropriate
incentives and hence behaved selfishly—occasionally using the
cleaning beam but immediately competing for any apples that
spawned—and therefore converged to low social welfare.

5.1 Gather-Trade-Build
Socialwelfare. MetaGrad outperforms both dual-RL andUS federal
without requiring heuristics such as curriculum learning and tax
annealing (Figure 2a). It discovers tax rates which differ from the
static US federal tax rates in two notable aspects (compare Figure 3
and Figure 9). Firstly, MetaGrad imposes much higher taxes than US
federal on the lowest income bracket (e.g., 0-10 coin), but chooses
relatively lower taxes for the next income bracket (10-39). Hence,
compared to US federal, there is less incentive for agents to fall
in the lowest bracket, which may explain the higher income of
agents under MetaGrad versus US federal (Figure 7). Secondly, the
highest income bracket does not face significantly higher tax rates
than other brackets, and even gets the lowest rate in one instance.

Figure 9: US federal

While this results in lower equality than
US federal (Figure 2b), the increase in
economic activity—such as resource col-
lection, building, and trading (Figure 4)—
improves system productivity (Figure 2c)
and ultimately produces significantly
higher social welfare.

When curriculum learning is applied
to all methods—i.e., for all methods, initializing agents with the same
policy that was pre-trained in a free market context—MetaGrad also
exceeds the performance of dual-RL. Except for one out of four runs
where social welfare abruptly dropped around 150k episodes, Meta-
Grad also outperforms US federal. Similar to the training dynamics
observed in Zheng et al. [61], we also observe a transient period
where dual-RL passes through unstable local optima (Figure 10a,
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Figure 7: GTB without curriculum: income and tax before and after redistribution, after 200k training episodes.

Figure 8: Training dynamics. Status of agent and designer behavior at 1300, 8900, and 100k episodes. Top row: income and tax
before and after redistribution. Bottom row: tax rates and economic activity.

near 25k episodes); however, in contrast to their results, dual-RL
did not manage to surpass US federal in asymptotic performance.
This is likely because the sudden introduction of a tax planner in
Phase 2 may do more harm than good for stability, especially when
the extra hyperparameters introduced by curriculum learning and
tax annealing are hard to tune. Both MetaGrad and dual-RL enact
higher taxes at lower income brackets than US federal.

Economic activity. Because skill levels determine the amount
of coins per house built, differences in agents’ skill levels gener-
ate income inequality and behavioral specialization. For example,
agents with second-highest skill tend to collect the most resources
and sell them for income, whereas agents with the highest skill
spend less effort on resource collection but generate income by
building houses from purchased resources (Figures 4a and 4c). No-
tably, under all tax policies, all except the highest skill agents receive
net positive income from trading (Figure 4c). Even though resource
collection is comparable across methods, tax policies found byMeta-
Grad encouraged highest trading activity and hence highest overall
income from building, compared to US federal and dual-RL. In the
curriculum case, dual-RL tax policies impose high taxation (above
50%) on the three lowest income brackets Figure 13. This may ex-
plain the fact that the lowest-skilled agent collects zero resources
(Figure 12a), which lowers overall system productivity.

Taxation and income. Agents with the two highest skill levels
pay significantly less tax for tax policies found by MetaGrad than
they do for the US federal tax rates, whereas agents with the two
lowest skill pay comparably equal tax (Figure 7). This means that
MetaGrad does better than US federal at encouraging higher skilled
agents to increase economic activity such as building and trading,
without affecting resource collection by lower skill agents (as can
be seen in Figure 4a). While this comes at the expense of lower
equality (Figure 2b), the incomes of lower-skilled agents both before
and after redistribution are actually higher for MetaGrad than US
federal, because lower-skilled agents benefit from increased trading
activity (Figure 4c). Dual-RL tax policies caused agents of all skill
levels to pay more taxes than MetaGrad, which is correlated in
overall lower building and trading activity.

Training dynamics. In GTBwithout curriculum (Figure 2a), the
fact that social welfare rises while equality drops in the early 50k
episodes is due to tabula rasa learning with heterogeneous skills.
In the curriculum setting, the changing tax rates under MetaGrad
produced a more dynamical social welfare curve than the fixed US
federal rates during training (Figure 10a). This can be useful for
extracting potential causal relations between taxation and agents’
economic behavior. For one run of MetaGrad, we measured taxa-
tion, income, and economic activity over 100 test episodes at 1300,
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(a) Social welfare (b) Equality (c) Productivity

Figure 10: GTB with curriculum. Both MetaGrad and dual-RL find transient states of high
social welfare but are less stable than US federal.

Figure 11: MetaGrad tax rates
with curriculum.

(a) Resource collection (b) Building income (c) Trading income

Figure 12: GTB with curriculum: economic activity after 200k training episodes in Phase 2.
Figure 13: Dual-RL tax with cur-
riculum.

8900, and 100k episodes during training, corresponding to the early
peak, valley, and steady rising region in the social welfare curve
in Figure 10a. These measurements are shown in Figure 8, and
we make the following observations. Social welfare is highest at
episode 1300, but agents actually have lower income (before redis-
tribution) at episode 1300 than at episode 100k. Because taxes do
not have instantaneous effect on productivity, MetaGrad quickly
learned that social welfare can be artificially inflated by finding a
tax scheme to increase the equality index—hence the sharp early
peak in Figure 10b. As shown in Figure 8, MetaGrad’s tax rates at
episode 1300 produced nearly uniform income (after redistribution)
over all skill levels, by enacting high taxes on the higher skilled
agents. This tax policy disincentivizes agents from earning high
income, since episode 1300 is followed by a precipitous drop in pro-
ductivity (Figure 10c) that reaches a global minimum near episode
8900, where agent activity levels are lowest (Figure 8). Nonetheless,
MetaGrad adapted its tax policy to produce a recovery of produc-
tivity at relatively constant equality, from episodes 25k to 100k
(Figures 10b and 10c). The tax policy at episode 100k resembles the
progressive schedule of the US federal policy, albeit with signifi-
cantly lower rates for the 39-84 income bracket that applies to the
high-skilled agents except for the very top earners.

Difficulty of GTB versus Escape Room and Cleanup. One
may wonder why the performance gap between MetaGrad and
dual-RL is much higher in Escape Room and Cleanup than in GTB.
This is because the incentivization problem in GTB is conceptually
easier for an incentive designer who uses conventional RL. In GTB,
agents can learn from positive rewards regardless of the tax rate,
which implies that the ID always receives a learning signal that
tracks the agents’ behaviors. For dual-RL, the ID receives such

feedback in the next episode, but at least it is non-zero. However,
in the other two problems, if incentives do not pass a threshold
(1+𝜖 to overcome the environment penalty in Escape Room; a more
complex opportunity cost for sacrificing self-interest in Cleanup),
then the agents do not receive any predefined environment rewards,
which means an RL-based designer does not receive any feedback
at all. In this case, MetaGrad’s knowledge of the way that agents’
policy parameters change in response to the incentive function,
and the use of online cross-validation to learn from the ID’s returns
in subsequent episodes, is crucial.

6 CONCLUSION
We proposed the use of complex simulations involving reinforce-
ment learning agents as an in silico experimental approach to prob-
lems of incentive design. To tackle the issue of delayed impact of
incentives, which poses difficulties for directly applying standard
RL to the incentive designer, we proposed a meta-gradient approach
for the incentive designer to account exactly for the agents’ learning
response to incentives. The new method significantly outperforms
baselines on benchmark problems and also improves the trade-off
between productivity and equality in a complex simulated economy.

Beyond incentive design, onemay consider the extension of ideas
in this work to the context of mechanism design, interpreted in the
general sense of modifying the underlying dynamics of the environ-
ment [21] to shape agents’ behavior and optimize a system-level
objective. More generally, we hope this work shows the feasibil-
ity of a path toward a data and simulation-driven approach for
improving complex systems in society.
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