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ABSTRACT

We investigate the discounting mismatch in actor-critic algorithm
implementations from a representation learning perspective. Theo-
retically, actor-critic algorithms usually have discounting for both
the actor and critic, i.e., there is a γ t term in the actor update for
the transition observed at time t in a trajectory and the critic is a
discounted value function. Practitioners, however, usually ignore
the discounting (γ t ) for the actor while using a discounted critic.
We investigate this mismatch in two scenarios. In the first scenario,
we consider optimizing an undiscounted objective (γ = 1) where
γ t disappears naturally (1t = 1). We then propose to interpret the
discounting in the critic in terms of a bias-variance-representation
trade-off and provide supporting empirical results. In the second
scenario, we consider optimizing a discounted objective (γ < 1) and
propose to interpret the omission of the discounting in the actor
update from an auxiliary task perspective and provide supporting
empirical results.
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1 INTRODUCTION

Actor-critic algorithms have enjoyed great success both theoreti-
cally (Konda [21], Schulman et al. [35], Sutton et al. [42], Williams
[50]) and empirically (Mnih et al. [29], OpenAI [31], Schulman
et al. [37], Silver et al. [38]). There is, however, a longstanding gap
between the theory behind actor-critic algorithms and how practi-
tioners implement them. Let γ ,γa, and γc be the discount factors
for defining the objective, updating the actor, and updating the
critic respectively. Theoretically, no matter whether γ = 1 or γ < 1,
we should always use γa = γc = γ (Schulman et al. [35], Sutton
et al. [42]) or at least keep γa = γc if Blackwell optimality (Veinott
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[48], Weitzman [49])1 is considered. Practitioners, however, usu-
ally use γa = 1 and γc < 1 in their implementations (Achiam
[1], Caspi et al. [9], Dhariwal et al. [12], Kostrikov [22], Liang et al.
[27], Stooke and Abbeel [39], Zhang [54]). Although this mismatch
and its theoretical disadvantage have been recognized by Nota and
Thomas [30], Thomas [44], whether and why it yields benefits in
practice has not been systematically studied. In this paper, we em-
pirically investigate this mismatch from a representation learning
perspective. We consider two scenarios separately.

Scenario 1. The true objective is undiscounted (γ = 1)

The theory prescribes to use γa = γc = γ = 1. Practitioners,
however, usually use γa = γ = 1 but γc < 1, introducing bias.
We explain the benefits from this mismatch with the following
hypothesis:

Hypothesis 1. γc < 1 optimizes a bias-variance-representation

trade-off.

It is easy to see that γc < 1 reduces the variance in bootstrapping
targets. We also provide empirical evidence showing that when
γc < 1, it may become easier to find a good representation than
when γc = 1 for reasons beyond the reduced variance. Conse-
quently, although using γc < 1 introduces bias, it can facilitate
representation learning. For our empirical study, we make use of
fixed horizon temporal difference learning (De Asis et al. [11]) to
disentangle the various effects of the discount factor on the learning
process.

Scenario 2. The true objective function is discounted: γ = γc < 1.

Theoretically, there is a γ t term for the actor update on a transi-
tion observed at time t in a trajectory (Schulman et al. [35], Sutton
et al. [42]). Practitioners, however, usually ignore this term while
using a discounted critic, i.e., γa = 1 and γc = γ < 1 are used. We
explain this mismatch with the following hypothesis:

Hypothesis 2. The possible performance improvement of the bi-

ased setup (i.e., γc = γ < 1 and γa = 1) over the unbiased setup (i.e.,
γc = γa = γ < 1) comes from improved representation learning.

Our empirical study involves implementing the difference be-
tween the biased and unbiased setup as an auxiliary task such that
the difference contributes to the learning process through only
representation learning. We also design new benchmarking envi-
ronments where the sign of the reward function is flipped after a
1Blackwell optimality states that, in finite MDPs, there exists a γ0 < 1 such that for
all γ ≥ γ0 , the optimal policies for the γ -discounted objective are the same.
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certain time step such that later transitions differ from earlier ones.
In that setting, the unbiased setup outperforms the biased setup.

2 BACKGROUND

Markov Decision Processes: We consider an infinite horizon
MDP with a finite state space S, a finite action spaceA, a bounded
reward function r : S → R, a transition kernel p : S × S ×
A → [0, 1], an initial state distribution µ0, and a discount factor
γ ∈ [0, 1].2 The initial state S0 is sampled from µ0. At time step t , an
agent in state St takes actionAt ∼ π (·|St ), where π : A×S → [0, 1]
is the policy it follows. The agent then gets a reward Rt+1 � r (St )
and proceeds to the next state St+1 ∼ p(·|St ,At ). The return of the
policy π at time step t is defined as

Gt �
∑∞
i=1 γ

i−1Rt+i ,

which allows us to define the state value function
v
γ
π (s) � E[Gt |St = s]

and the state-action value function
q
γ
π (s,a) � E[Gt |St = s,At = a].

We consider episodic tasks where we assume there is an absorbing
state s∞ ∈ S such that r (s∞) = 0 and p(s∞ |s∞,a) = 1 holds for
any a ∈ A. When γ < 1, vγπ and q

γ
π are always well defined.

When γ = 1, to ensure vγπ and q
γ
π are well defined, we further

assume finite expected episode length. LetT π
s be a random variable

denoting the first time step that an agent hits s∞ when following
π given S0 = s . We assume Tmax � supπ ∈Π maxs E[T π

s ] < ∞,
where π is parameterized by θ and Π is the corresponding function
class. Similar assumptions are also used in stochastic shortest path
problems (e.g., Section 2.2 of Bertsekas and Tsitsiklis [7]). In our
experiments, all the environments have a hard time limit of 1000, i.e.,
Tmax = 1000. This is standard practice; classic RL environments also
have an upper limit on their episode lengths (e.g. 27k in Bellemare
et al. [5, ALE]). Following Pardo et al. [33], we add the (normalized)
time step t in the state to keep the environment Markovian under
the presence of the hard time limit. We measure the performance
of a policy π with

Jγ (π ) � ES0∼µ0 [v
γ
π (S0)].

Vanilla Policy Gradient: Sutton et al. [42] compute ∇θ Jγ (π )
as

∇θ Jγ (π ) �
∑
s d

γ
π (s)

∑
a q

γ
π (s,a)∇θπ (a |s), (1)

where

d
γ
π (s) �

{∑∞
t=0 γ

t Pr(St = s |µ0,p,π ), γ < 1

E[
∑T π

S0
t=0 Pr(St = s |S0,p,π )], γ = 1

.

Note dγπ remains well-defined for γ = 1 when Tmax < ∞. In order
to optimize the policy performance Jγ (π ), one can follow (1) and,
at time step t , update θt as

θt+1 ← θt + αγ
t
aq

γc
π (St ,At )∇θ logπ (At |St ), (2)

where α is a learning rate. If we replace qγcπ with a learned value
function, the update rule (2) becomes an actor-critic algorithm,
2Following Schulman et al. [35], we consider r : S → R instead of r : S × A → R
for simplicity.

where the actor refers to π and the critic refers to the learned
approximation of qγcπ . In practice, an estimate for vγcπ instead of
q
γc
π is usually learned. Theoretically, we should have γa = γc = γ .
Practitioners, however, usually ignore the γ ta term in (2), and use
γc < γa = 1. What this update truly optimizes remains an open
problem (Nota and Thomas [30]).

TRPO and PPO: To improve the stability of actor-critic algo-
rithms, Schulman et al. [35] propose Trust Region Policy Optimiza-
tion (TRPO), based on the performance improvement lemma:

Lemma 2.1. (Theorem 1 in Schulman et al. [35]) For γ < 1 and

any two policies π and π ′,

Jγ (π
′) ≥Jγ (π ) +

∑
s d

γ
π (s)

∑
a π
′(a |s)Adv

γ
π (s,a)

−
4maxs,a |Advγπ (s,a) |γ ϵ (π ,π ′)

(1−γ )2 ,

where

Adv
γ
π (s,a) � Es ′∼p(· |s,a)[r (s) + γv

γ
π (s
′) −v

γ
π (s)]

is the advantage,

ϵ(π ,π ′) � max
s

DKL(π (·|s)| |π
′(·|s)),

and DKL refers to the KL divergence.

To facilitate our empirical study, we first make a theoretical
contribution by extending Lemma 2.1 to the undiscounted setting.
We have the following lemma:

Lemma 2.2. Assuming Tmax < ∞, for γ = 1 and any two policies

π and π ′, we have

Jγ (π
′) ≥Jγ (π ) +

∑
s d

γ
π (s)

∑
a π
′(a |s)Adv

γ
π (s,a)

−4maxs,a |Adv
γ
π (s,a)|T

2
maxϵ(π ,π

′).

The proof of Lemma 2.2 is provided in the appendix. A practical
implementation of Lemmas 2.1 and 2.2 is to compute a new policy
θ via gradient ascent on the clipped objective:

L(θ ) �
∑∞
t=0 γ

t
aLt (θ ,θold),

where

Lt (θ ,θold) �min
{

πθ (At |St )
πθold (At |St )

Advγcπθold (St ,At ),

clip( πθ (At |St )
πθold (At |St )

)Advγcπθold (St ,At )
}
.

Here St and At are sampled from πθold , and
clip(x) � max(min(x , 1 + ϵ), 1 − ϵ)

with ϵ a hyperparameter. Theoretically, we should have γa = γc,
but practical algorithms like Proximal Policy Optimization (PPO,
Schulman et al. [37]) usually use γc < γa = 1.

Policy Evaluation: Wenow introduce several policy evaluation
techniques we use in our empirical study. Let v̂ be our estimate of
v
γ
π . At time step t , Temporal Difference learning (TD, Sutton [40])

updates v̂ as
v̂(St ) ← v̂(St ) + α(Rt+1 + γv̂(St+1) − v̂(St )).

Instead of the infinite horizon discounted return Gt , De Asis et al.
[11] propose to consider the H -step return

GH
t �

∑H
i=1 Rt+i .
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Correspondingly, the H -step value function is defined as

vHπ (s) � E[G
H
t |St = s].

We let v̂H be our estimate of vHπ . At time step t , De Asis et al. [11]
use the following update rule to learn v̂H . For i = 1, . . . ,H :

v̂i (St ) ← v̂i (St ) + α(Rt+1 + v̂
i−1(St+1) − v̂

i (St )), (3)

where v̂0(s) � 0. In other words, to learn v̂H , we need to learn
{v̂i }i=1, ...,H simultaneously. De Asis et al. [11] call (3) Fixed Hori-
zon Temporal Difference learning (FHTD).

Methodology: We consider MuJoCo (Todorov et al. [45]) robot
simulation tasks from OpenAI gym (Brockman et al. [8]) as our
benchmark. Given its popularity in understanding deep RL algo-
rithms (Andrychowicz et al. [4], Engstrom et al. [13], Henderson
et al. [17], Ilyas et al. [18]) and designing new deep RL algorithms
(Fujimoto et al. [15], Haarnoja et al. [16]), we believe our empirical
results are relevant to most practitioners.

We choose PPO, a simple yet effective and widely used algo-
rithm, as the representative actor-critic algorithm for our empirical
study. PPO is usually equipped with generalized advantage estima-
tion (GAE, Schulman et al. [36]), which has a tunable hyperparam-
eter γ̂ . The roles of γ and γ̂ are similar. To reduce its confounding
effect, we do not use GAE in our experiments, i.e., the advantage es-
timation for our actor is simply the TD errorRt+1+γcv̂(St+1)−v̂(St ).
The PPO pseudocode we follow is provided in the appendix and we
refer to it as the default PPO implementation.

We use the standard architecture and optimizer across all tasks.
In particular, the actor and the critic do not share layers. We conduct
a thorough grid search for the learning rate of each algorithmic
configuration (i.e., for every curve in all figures). All experimen-
tal details are provided in the appendix. We report the average
episode return of the ten most recent episodes against the number
of interactions with the environment. Curves are averages over 30
independent runs with shaded regions indicating standard errors.
All our implementations and our Docker environment are publicly
available for future research.3

3 OPTIMIZING THE UNDISCOUNTED

OBJECTIVE (SCENARIO 1)

In this scenario, the goal is to optimize the undiscounted objec-
tive Jγ=1(π ). This scenario is related to most practitioners as they
usually use the undiscounted return as the performance metric
(Haarnoja et al. [16], Mnih et al. [29], Schulman et al. [37]). One
theoretically grounded option is to use γa = γc = γ = 1. By using
γa = 1 and γc < 1, practitioners introduce bias. We first empirically
confirm that introducing bias in this way indeed has empirical ad-
vantages. A simple first hypothesis for this is that γc < 1 leads to
lower variance in Monte Carlo return bootstrapping targets than
γc = 1; it thus optimizes a bias-variance trade-off. However, we
further show that there are empirical advantages from γc < 1 that
cannot be explained solely by this bias-variance trade-off, indicat-
ing that there are additional factors beyond variance. We then show
empirical evidence identifying representation learning as an addi-
tional factor, leading to the bias-variance-representation trade-off
from Hypothesis 1. All the experiments in this section use γa = 1.
3https://github.com/ShangtongZhang/DeepRL

Bias-variance trade-off: To investigate the advantages of using
γc < 1, we first test default PPOwithγc ∈ {0.95, 0.97, 0.99, 0.995, 1}.
We find that the best discount factor is always with γc < 1 and
that γc = 1 usually leads to a performance drop (Figure 1). In
default PPO, although the advantage is computed as the one-step
TD error, the update target for updating the critic v̂(St ) is almost
always a Monte Carlo return, i.e.,

∑Tmax
i=t+1 γ

i−t−1
c Ri . Here γc has a

gating effect in controlling the variance of the Monte Carlo return:
when γc is smaller, the randomness from Ri contributes less to the
variance of the Monte Carlo return. In this paper, we refer to this
gating effect as variance control. As the objective is undiscounted
and we use γa = γ = 1, theoretically we should also use γc = 1
when computing the Monte Carlo return if we do not want to
introduce bias. By using γc < 1, bias is introduced. The variance of
the Monte Carlo return is, however, also reduced. Consequently, a
simple hypothesis for the empirical advantage of using γc < 1 is
that it optimizes a bias-variance trade-off. We find, however, that
there is more at play.

Beyond bias-variance trade-off: To make other possible ef-
fects of γc pronounced, it is desirable to reduce the variance control
effect of γc. To this end, we benchmark PPO-TD (pseudocode in the
appendix). PPO-TD is the same as default PPO except that the critic
is updated with one-step TD, i.e., the update target for v̂(St ) is now
Rt+1 + γcv̂(St+1). In this update target, γc gates the randomness
from only the immediate successor state St+1. By contrast, in the
original Monte Carlo update target, γc gates the randomness of all
future states and rewards. Figure 2 shows that PPO-TD (γc = 1)
outperforms PPO (γc = 1) in four games. This indicates that PPO-
TD might be less vulnerable to the large variance in critic update
targets introduced by using γc = 1 than default PPO. Figure 3 sug-
gests, however, that even for PPO-TD, γc < 1 is still preferable to
γc = 1.

Of course, in PPO-TD, γc still has the variance control effect,
though not as pronounced as that in default PPO. To make other
possible effects of γc more pronounced, we benchmark PPO-TD-
Ex (pseudocode in the appendix), in which we provide N extra
transitions to the critic by sampling multiple actions at any single
state and using an averaged bootstrapping target. The update target
for v̂(St ) in PPO-TD-Ex is

1
N+1

∑N
i=0 R

i
t+1 + γcv̂(S

i
t+1).

Here R0t+1 and S
0
t+1 refer to the original reward and successor state.

To get Rit+1 and S
i
t+1 for i ∈ {1, . . . ,N }, we first sample an action

Ait from the sampling policy, then reset the environment to St , and
finally execute Ait to get Rit+1 and S

i
t+1. The advantage for the ac-

tor update in PPO-TD-Ex is estimated with R0t+1 + v̂(S
0
t+1) − v̂(St )

regardless of γc to further depress its variance control effect. Impor-
tantly, we do not count those N extra transitions in the x-axis when
plotting. If we use the true value function instead of v̂ ,N ≥ 1 should
always outperform N = 0 as the additional transitions help reduce
variance (assuming γc is fixed). However, in practice we have only
v̂ , which is not trained on the extra successor states {Sit+1}i=1, ...,N .
So the quality of the prediction v̂(Sit+1) depends mainly on the
generalization of v̂ . Consequently, increasing N risks potential er-
roneous prediction v̂(Sit+1). That being said, though not guaranteed
to improve the performance, when the prediction v̂(Sit+1) is decent,
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Figure 1: The default PPO implementation with different discount factors.
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Figure 2: Comparison between PPO and PPO-TD when γc = 1.
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Figure 3: PPO-TD with different discount factors.
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Figure 4: PPO-TD-Ex (γc = 0.99).

increasing N should at least not lead to a performance drop. As
shown by Figure 4, PPO-TD-Ex (γc = 0.99) roughly follows this
intuition. However, surprisingly, providing any extra transition this
way to PPO-TD-Ex (γc = 1) leads to a significant performance drop
in 4 out of 6 tasks (Figure 5). This drop suggests that the quality
of the critic v̂ , at least in terms of making prediction on untrained
states {Sit+1}1, ...,N , is lower when γc = 1 is used than γc < 1. In
other words, the generalization of v̂ becomes poorer when γc is
increased from 0.99 to 1. The curves for PPO-TD-Ex (γc = 0.995) are
a mixture of γc = 0.99 and γc = 1 and are provided in the appendix.
The limited generalization could imply that representation learning
becomes harder when γc is increased. By representation learning,

we refer to learning the lower layers (backbone) of a neural net-
work. The last layer of the neural network is then interpreted as a
linear function approximator whose features are the output of the
backbone. This interpretation of representation learning is widely
used in the RL community, see, e.g., Chung et al. [10], Jaderberg
et al. [19], Veeriah et al. [47].

In PPO-TD, the bootstrapping target for training v̂(St ) is Rt+1 +
γcv̂(St+1), where γc has two roles. First, it gates the randomness
from St+1, which is the aforementioned variance control. Second,
it affects the value function vγcπ that we want to approximate via
changing the horizon of the policy evaluation problem, which could
possibly affect the difficulty of learning a good estimate v̂ for vγcπ
directly, not through the variance, which we refer to as learnability
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Figure 5: PPO-TD-Ex (γc = 1).

0 2M
steps

0

500

1000

1500

2000

un
di

sc
ou

nt
ed

re
tu

rn

HalfCheetah

PPO-FHTD H=16

PPO-FHTD H=32

PPO-FHTD H=64

PPO-FHTD H=128

PPO-FHTD H=256

PPO-FHTD H=512

PPO-FHTD H=1024

0 2M
steps

0

500

1000

1500
Walker2d

0 2M
steps

0

500

1000

1500

Hopper

0 2M
steps

0

1000

2000

3000
Ant

0 2M
steps

0

500

1000

1500

2000

2500

Humanoid

0 2M
steps

40000

60000

80000

100000

120000

HumanoidStandup

Figure 6: PPO-FHTD with the first parameterization. The best H and γc are used for each game.
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Figure 7: PPO-FHTD with the second parameterization.

control (see, e.g., Laroche and van Seijen [25], Lehnert et al. [26],
Romoff et al. [34]). Both roles can be responsible for the increased
difficulty in representation learning when γc is increased. In the
rest of this section, we provide empirical evidence showing that
the changed difficulty in representation learning, resulting directly
from the changed horizon of the policy evaluation problem, is at
play when using the γc < 1, which, together with the previously
established bias-variance trade-off, suggests that a bias-variance-
representation trade-off is at play when practitioners use γc < 1.

Bias-representation trade-off: To further disentangle the vari-
ance control effect and learnability control effect ofγc, we use FHTD
to train the critic in PPO, which we refer to as PPO-FHTD (pseu-
docode in the appendix). PPO-FHTD always uses γc = 1 regardless
ofH . The critic update target in PPO-TD is Rt+1+γcv̂(St+1), whose
variance is

Var (Rt+1 + γcv̂(St+1)|St ) (4)
=Var (r (St ) + γcv̂(St+1)|St )

=γ 2cVar (v̂(St+1)|St ).

By contrast, the critic update target in PPO-FHTD for v̂i (St ) is
Rt+1 + v̂i−1(St+1), with variance:

Var (Rt+1 + v̂
i−1(St+1)|St ) = Var (v̂

i−1(St+1)|St ). (5)

On the one hand, manipulating H in FHTD changes the horizon
of the policy evaluation problem, which corresponds to the role
of learnability control of γc. On the other hand, manipulating H
does not change the multiplier proceeding the variance term (c.f. (4)
and (5)) and thus separates variance control from the learnability
control.

We test two parameterizations for PPO-FHTD to investigate
representation learning. In the first parameterization, to learn vHπ ,
we parameterize {viπ }i=1, ...,H as H different heads over the same
representation layer (backbone). In the second parameterization,
we always learn {viπ }i=1, ...,1024 as 1024 different heads over the
same representation layer, regardless of what H we are interested
in. To approximate vHπ , we then simply use the output of the H -th
head. Figure 8 further illustrates the difference between the two
parameterizations.

Figure 6 shows that with the first parameterization, the best
H for PPO-FHTD is usually smaller than 1024. Figure 7, however,
suggests that for the second parameterization, H = 1024 is almost
always among the best choices of H . Comparing Figures 3 and 7
shows that the performance of PPO-FHTD (H = 1024) is close to
the performance of PPO-TD (γc = 1) as expected, since for any

4The trend that NRE decreases as α increases is merely an artifact from how we
generate vγ .
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(a) The first parameterization

(b) The second parameterization

Figure 8: Two parameterization of PPO-FHTD

H ≥ Tmax = 1000, we always have vHπ (s) ≡ v
γ=1
π (s). This perfor-

mance similarity suggests that learning {viπ }i=1, ...,1023 is not an
additional overhead for the network in terms of learning vH=1024π ,
i.e., increasing H does not pose additional challenges in terms of
network capacity. Then, comparing Figures 6 and 7, we conclude
that in the tested domains, learning vHπ with different H requires
different representations. This suggests that we can interpret the
results in Figure 6 as a bias-representation trade-off. Using a larger
H is less biased but representation learning may become harder
due to the longer policy evaluation horizon. Consequently, an inter-
mediate H achieves the best performance in Figure 6. As reducing
H cannot bring in advantages in representation learning under
the second parameterization, the less biased H , i.e., the larger H
usually performs better in Figure 7. Overall, γc optimizes a bias-
representation trade-off by changing the policy evaluation horizon
H .

We further conjecture that representation learningmay be harder
for a longer horizon because the volume of all of good represen-
tations can become smaller. We provide a simulated example to
support this. Consider policy evaluation on the simple Markov
Reward Process (MRP) from Figure 10. We assume the reward for
each transition is fixed, which is randomly generated in [0, 1]. Let
xs ∈ R

K be the feature vector for a state s; we set its i-th compo-
nent as xs [i] � tanh(ξ ), where ξ is a random variable uniformly
distributed in [−2,−2]. We choose this feature setup as we use tanh
as the activation function in our PPO. We use X ∈ RN×K to denote
the featurematrix. To create state aliasing (McCallum [28]), which is
common under function approximation, we first randomly split the
N states into S1 and S2 such that |S1 | = αN and |S2 | = (1 − α)N ,
where α is the proportion of states to be aliased. Then for every
s ∈ S1, we randomly select an ŝ ∈ S2 and set xs ← xŝ . Finally,
we add Gaussian noise N(0, 0.12) to each element of X . We use
N = 100 and K = 30 in our simulation and report the normalized
representation error (NRE) as a function of γ . For a feature matrix
X , the NRE is computed analytically as

NRE(γ ) �
minw | |Xw −vγ | |2

| |vγ | |2
,

where vγ is the analytically computed true value function of the
MRP. We report the results in Figure 9, where each data point is
averaged over 104 randomly generated feature matrices (X ) and

reward functions. In this MRP, the average representation error
becomes larger as γ increases, which suggests that, in this MRP,
the volume of good representations (e.g., representations whose
normalized representation error are smaller than some threshold)
becomes smaller under a larger γ than that under a smaller γ .

Importantly, in this MRP experiment, we compute all the quan-

tities analytically so no variance in involved within a single trial.
Consequently, representation error is a property of vγ itself. We re-
port the unnormalized representation error in the appendix, where
the trend is much clearer.

Overall, though we do not claim that there is a monotonic rela-
tionship between the discount factor and the difficulty of represen-
tation learning, our empirical study suggests that representation
learning is a key factor at play in the misuse of the discounting in
actor-critic algorithms, beyond the widely recognized bias-variance
trade-off.

4 OPTIMIZING THE DISCOUNTED

OBJECTIVE (SCENARIO 2)

When our goal is to optimize the discounted objective Jγ <1(π ),
theoretically we should have the γ ta term in the actor update and
use γc < 1. Practitioners, however, usually ignore this γ ta (i.e., set
γa = 1), introducing bias (see, e.g., the default PPO in the Appendix).
By adding this missing γ ta term back (i.e., setting γa = γ < 1), we
end up with an unbiased implementation, which we refer to as
DisPPO (pseudocode in the Appendix). Figure 11, however, shows
that even if we use the discounted return as the performance metric,
the biased implementation of PPO still outperforms the theoretically
grounded unbiased implementation DisPPO in some tasks.6 We
propose to interpret the empirical advantages of PPO over DisPPO
with Hypothesis 2. For all experiments in this section, we use γc =
γ < 1.

An auxiliary task perspective: The biased policy update im-
plementation of (2) ignoring γ ta can be decomposed into two parts
as

q
γc
π (St ,At )∇θ logπ (At |St )

=γ tq
γc
π (St ,At )∇θ logπ (At |St )

+ (1 − γ t )qγcπ (St ,At )∇θ logπ (At |St ).

We propose to interpret the difference term between the biased
implementation q

γc
π (St ,At )∇θ logπ (At |St ) and the theoretically

grounded implementation γ tq
γc
π (St ,At )∇θ logπ (At |St ), i.e., the

(1 − γ t )qγcπ (St ,At )∇θ logπ (At |St ) term, as the gradient of an aux-
iliary objective with a dynamic weighting 1 − γ t . Let

Js,µ (π ) �
∑
a π (a |s)q

γ
µ (s,a),

we have

∇θ Js,µ (π )|µ=π = Ea∼π (· |s)[q
γ
π (s,a)∇θ logπ (a |s)].

This objective changes every time step (through µ). Inspired by the
decomposition, we augment PPO with this auxiliary task, yield-
ing AuxPPO (pseudocode in the appendix). In AuxPPO, we have
two policies π and π ′ parameterized by θ and θ ′ respectively. The

5See the appendix for more details about task selection.
6In this scenario, by a task we mean the combination of a game and a discount factor.
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Figure 9: Normalized representation error as a function of the discount factor. Shaded regions indicate one standard derivation.
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Figure 10: A simple MRP.

two policies are two heads over the same neural network back-
bone, where π is used for interaction with the environment and
π ′ is the policy for the auxiliary task. AuxPPO optimizes θ and θ ′
simultaneously by considering the following joint loss

L(θ ,θ ′) �
∑∞
t=0 γ

tLt (θ ,θold) + (1 − γ t )Lt (θ ′,θold),

where St and At are obtained by executing πθold . We additionally
synchronize θ ′ with θ periodically to avoid an off-policy learn-
ing issue. By contrast, the objectives for PPO and DisPPO are∑∞
t=0 γ

tLt (θ ,θold) + (1 − γ t )Lt (θ ,θold) and
∑∞
t=0 γ

tLt (θ ,θold) re-
spectively. Figure 12 further illustrates the architecture of AuxPPO.

Flipped rewards: Besides AuxPPO, we also design novel envi-
ronments with flipped rewards to investigate Hypothesis 2. Recall
we include the time step in the state, which allows us to create a
new environment by simply defining a new reward function

r ′(s, t) � r (s)It ≤t0 − r (s)It>t0 ,

where I is the indicator function. During an episode, within the
first t0 steps, this new environment is the same as the original
one. After t0 steps, the sign of the reward is flipped. We select t0
such that γ t0 is sufficiently small, e.g., we define t0 � mint {γ t <
0.05}. With this criterion for selecting t0, the later transitions (i.e.,
transitions after t0 steps) have little influence on the evaluation
objective, the discounted return. Consequently, the later transitions
affect the overall learning process mainly through representation
learning. DisPPO rarely makes use of the later transitions due to
the γ ta term in the gradient update. AuxPPO makes use of the later
transitions only through representation learning (i.e., through the
training of π ′). PPO exploits the later transitions for representation
learning and the later transitions also affect the control policy of
PPO directly.

Results:Whenwe consider the original environments, Figure 11
shows that in 8 out 12 tasks, PPO outperforms DisPPO, even if the
performance metric is the discounted episodic return. In all those 8
tasks, by using the difference term as an auxiliary task, AuxPPO is
able to improve upon DisPPO. In 5 out of those 8 tasks, AuxPPO is
able to roughly match the performance of PPO at the end of training.
For γ ∈ {0.95, 0.93, 0.9} in Ant, the improvement of AuxPPO is not
clear and we conjecture that this is because the learning of the

π -head (the control head) in AuxPPO is much slower than the
learning of π in PPO due to the γ tc term. Overall, this suggests that
the benefit of PPO over DisPPO comes mainly from representation
learning.

When we consider the environments with flipped rewards, PPO
is outperformed by DisPPO and AuxPPO by a large margin in
10 out of 12 tasks. The transitions after t0 steps are not directly
relevant when the performance metric is the discounted return.
However, learning on those transitions may still improve represen-
tation learning provided that those transitions are similar to the
earlier transitions, which is the case in the original environments.
PPO and AuxPPO, therefore, outperform DisPPO. However, when
those transitions are much different from the earlier transitions,
which is the case in the environments with flipped rewards, up-
dating the control policy πθ directly based on those transitions
becomes distracting. DisPPO, therefore, outperforms PPO. Unlike
PPO, AuxPPO does not update the control policy πθ on later transi-
tions directly. Provided that the network has enough capacity, the
irrelevant transitions do not affect the control policy πθ in AuxPPO
much. The performance of AuxPPO is, therefore, similar to that of
DisPPO.

To summarize, Figure 11 suggests that using γa = 1 is simply an
inductive bias that all transitions are equally important. When this
inductive bias is helpful for learning, γa = 1 implicitly implements
auxiliary tasks thus improving representation learning and the over-
all performance. When this inductive bias is detrimental, however,
γa = 1 can lead to significant performance drops. AuxPPO appears
to be a safe choice that does not depend much on the correctness
of this inductive bias.

5 RELATEDWORK

The mismatch in actor-critic algorithm implementations has been
previously studied. Thomas [44] focuses on the natural policy gra-
dient setting and shows that the biased implementation ignoring γ ta
can be interpreted as the gradient of the average reward objective
under a strong assumption that the state distribution is indepen-
dent of the policy. Nota and Thomas [30] prove that without this
strong assumption, the biased implementation is not the gradient
of any stationary objective. This does not contradict our auxiliary
task perspective as our objective Js,µ (π ) changes at every time step.
Nota and Thomas [30] further provide a counterexample showing
that following the biased gradient can lead to a poorly performing
policy w.r.t. both discounted and undiscounted objectives. Both
Thomas [44] and Nota and Thomas [30], however, focus on theoret-

ical disadvantages of the biased gradient and regard ignoring γ ta as
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Figure 12: Architecture of AuxPPO

the source of the bias. We instead regard the introduction of γc < 1
in the critic as the source of the bias in the undiscounted setting
and investigate its empirical advantages, which are more relevant
to practitioners. Moreover, our representation learning perspective
for investigating this mismatch is to our knowledge novel. The
concurrent work Tang et al. [43] regards the biased implementation
with γa = 1 as a partial gradient. Tang et al. [43], however, do not
explain why this partial gradient can lead to empirical advantages
over the full gradient. The concurrent work Laroche and Tachet
[24] proves that in the second scenario, the biased setup can also
converge to the optimal policy in the tabular setting, assuming we
have access to the transition kernel and the true value function.
Their results, however, heavily rely on the properties of the tabular
setting and do not apply to the function approximation setting we
consider.

Although we propose the bias-variance-representation trade-off,
we do not claim that is all thatγ affects. The discount factor also has
many other effects (e.g., Amit et al. [3], Fedus et al. [14], Jiang et al.
[20], Laroche et al. [23], Laroche and van Seijen [25], Lehnert et al.
[26], Sutton [41], Van Seijen et al. [46]), the analysis of which we
leave for future work. In Scenario 1, using γc < 1 helps reduce the
variance. Variance reduction in RL itself is an active research area
(see, e.g., Papini et al. [32], Xu et al. [52], Yuan et al. [53]). Investi-
gating those variance reduction techniques with γc = 1 is another
possibility for future work. Recently, Bengio et al. [6] study the
effect of the bootstrapping parameter λ in TD(λ) in generalization.

Our work studies the effect of the discount factor γ in represen-
tation learning in the context of the misuse of the discounting in
actor-critic algorithms, sharing a similar spirit of Bengio et al. [6].

6 CONCLUSION

In this paper, we investigated the longstanding mismatch between
theory and practice in actor-critic algorithms from a representa-
tion learning perspective. Although the theoretical understand-
ing of policy gradient algorithms has recently advanced signifi-
cantly (Agarwal et al. [2], Wu et al. [51]), this mismatch has drawn
little attention. We proposed to understand this mismatch from a
bias-representation trade-off perspective and an auxiliary task per-
spective for two different scenarios. We hope our empirical study
can help practitioners understand actor-critic algorithms better and
therefore design more efficient actor-critic algorithms in the setting
of deep RL, where representation learning emerges as a major con-
sideration, as well as draw more attention to the mismatch, which
could enable the community to finally close this longstanding gap.
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