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ABSTRACT
We consider the popular Partially Observable Monte-Carlo Plan-
ning (POMCP) algorithm and propose a methodology, called Active
XPOMCP , for generating compact logical rules that represent prop-
erties of the control policy. These rules are then used as shields
to prevent POMCP from selecting unexpected actions, with useful
implications on the security and trustworthiness of the algorithm.
Contrary to state-of-the-art methods, Active XPOMCP does not
require a previously generated set of belief-action pairs to generate
the logical rule, but it actively generates this data in an information-
efficient way by querying the algorithm. Active XPOMCP reduces
the number of beliefs needed to generate accurate rules with re-
spect to state-of-the-art methods, and it allows to produce more
accurate shields when few belief-action samples are available.
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1 INTRODUCTION
Safety and trustworthiness are very important topics in AI [5].
In this work, we focus on the safety of a popular model-based
RL algorithm called Partially Observable Monte Carlo Planning
(POMCP) [9]. POMCP can scale to large instances thanks to its
online and approximate nature. However, the generated policies
are very difficult to analyze [4]. Our approach aims to improve
the safety of POMCP via shielding [1, 2]. Specifically, we generate
logical rules (e.g., “the robot should move fast if its confidence to
be in a lowly cluttered path is higher than 90%”) starting from rule
templates (e.g., “the robot should move fast if its confidence to
be in a lowly cluttered path is higher than 𝑥%”, where 𝑥 is a free
variable) written by humans, which specify properties of interest
of the policy. We assume that representing properties related to
safety is simpler than representing the entire policy, hence safety
properties can be represented by human-understandable logical
rules. Once a rule template has been written, the free variables
in it are instantiated by observing the behaviour of POMCP. This
instantiation is computed using the beliefs of an agent (i.e., points
in the space of probability distributions over states). This space (a
simplex) is continuous and huge in real-world problems. However,
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given a specific model of the environment and an initial belief, only
a subset of the beliefs is reachable [8]. The main contribution of
this work is an active strategy, called Active XPOMCP , for sam-
pling the belief space of POMCP efficiently to generate accurate
logical rules using a small number of informative and reachable
belief samples. In the example above, these belief samples should
be located as close as possible to the 90% confidence of being in
a lowly cluttered path (i.e., the true decision boundary of the pol-
icy). Our strategy explores beliefs efficiently, moving in reachable
points of the belief space. Active XPOMCP formalizes this search as
a maximum satisfiability modulo theory (MAX-SMT) problem. This
allows to express complex logical formulas and compute optimal
assignments when the template is not fully satisfiable (which hap-
pens in most real-world cases). The active search strategy is based
on the definition of an uncertainty interval which identifies, by two
logical rules, parts of the belief space currently unexplored. New
belief samples are selected inside the uncertainty interval to reduce
the uncertainty of the rules. The rules are then used as a shield to
prevent POMCP from selecting unwanted actions. Results show
that Active XPOMCP outperforms the state-of-the-art non-active
strategy XPOMCP [6, 7] in a domain (called velocity regulation in
the following) in which the velocity of a mobile robot has to be
tuned to avoid collisions with obstacles [4]. Standard XPOMCP
uses a predefined trace generated by executing POMCP without
any strategy to search informative beliefs. We show that Active
XPOMCP manages to reduce the uncertainty interval quicker than
XPOMCP and, consequently, it generates accurate rules using fewer
runs (a run is a complete execution of POMCP). Furthermore, we
show that the rules generated by Active XPOMCP are more accurate
than those produced by XPOMCP when the belief space is large.

2 OVERVIEW OF ACTIVE XPOMCP
Active XPOMCP builds logical formulas that describe properties
of POMCP policies in a human-comprehensible way. Human ex-
perts design the structure of these formulas to embed assumptions
about the policy. The rules produced by our method are then used
as shields in POMCP, improving its safety. The main difference
between the state-of-the-art approach, namely XPOMCP [6, 7], and
Active XPOMCP is that our approach does not describe a set of
executions; instead, it uses the policy directly to find relevant in-
formation. Active XPOMCP queries a POMCP instance, providing
observations and receiving actions, with the aim to minimize the
number of queries required to generate accurate rules. In detail,
since a rule can only describe the policy according to the beliefs
sampled by Active XPOMCP , we represent the uncertainty of a rule
as a set of unexplored beliefs. The rule uncertainty is a key concept
used to guide two processes, namely, the identification of the most
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Figure 1: Results on velocity regulation a. mean uncertainty interval ΔU; b. mean 𝐹1 score; c. average discounted return.

informative beliefs and the termination of the rule synthesis pro-
cedure. The rule uncertainty depends on the fact that a template
could have multiple solutions because the trace contains only par-
tial information about the desired property. A rule is located in a
position that satisfies the majority of the beliefs in the current trace;
hence several positions are available if the beliefs are far from the
decision boundary. XPOMCP locates the rule as close as possible
to the beliefs (in the trace) related to the rule action while Active
XPOMCP reduces the uncertainty interval in order to locate the
rule as close as possible to the decision boundary. Active XPOMCP
computes two rules to describe the behaviour of the policy on a spe-
cific action. The first rule is called strict rule and is located as close
as possible to the observed beliefs related to that action. The second
rule is called loose rule, and it is located as far as possible from the
beliefs related to the action, without including beliefs related to
other actions. The strict rule behaves conservatively and describes
only beliefs collected in the trace about the action of interest, and
the loose rule captures all the beliefs (explored or not) that do not
explicitly violate the requirement expressed by the expert in the
rule template. Active XPOMCP reduces the distance between the
two rules by selecting informative beliefs in the uncertainty inter-
val, and this decreases the distance between loose and the strict rule
until the two converge. This is non-trivial in real problems because
the belief space is highly multidimensional. Since only a small part
of the belief space is reachable from the initial belief, considering
only reachable beliefs reduces the search space and help scalability.

3 RESULTS
We test Active XPOMCP in the velocity regulation domain, and
compare it with XPOMCP. Results show that it generates more
accurate rules using fewer runs than XPOMCP.

In velocity regulation [3], a robot travels on a path divided into
eight segments and subsegments. Each segment has a (hidden) diffi-
culty value among clear, lightly cluttered or heavily cluttered (i.e.,
the state-space has 38 states). The goal of the robot is to travel
on this path as fast as possible while avoiding collisions. In each
subsegment, the robot must decide a speed level 𝑎 ∈ {0, 1, 2}. Higher
speed levels yield higher rewards and greater risks of collision. Af-
ter each subsegment, the robot receives a noisy observation on the
current difficulty. We consider a rule that describes when the robot
should move at high speed. We expect the robot to move fast only
if it is confident that the current segment is easy to navigate:

select 2 ⇐⇒ 𝑝 (0) ≥ 𝑥1∨𝑝 (1) ≤ 𝑥2∨ (𝑝 (0) ≥ 𝑥3∧𝑝 (1) ≥ 𝑥4) .
It specifies that the agent should move fast if at least one of three
conditions is satisfied, namely, i) its confidence of being in a clear

segment is above a threshold (𝑝 (0) ≥ 𝑥1), ii) its confidence of being
in a heavily cluttered segment is below a threshold (𝑝 (2) ≤ 𝑥2), iii)
the combination of 𝑝 (0) and 𝑝 (1) is above two thresholds (𝑝 (0) ≥
𝑥3 ∧ 𝑝 (1) ≥ 𝑥4).

First, we analyze how the uncertainty interval ΔU depends on
the number of runs. Figure 1.a presents the size of uncertainty
interval ΔU of each variable 𝑥1, 𝑥2, 𝑥3, 𝑥4, separately, using 𝑁 ∈
{5, 10, . . . , 65} runs. The test is repeated ten times with different
seeds. The interval sizes decrease both for rules computed by
XPOMCP and for rules computed by Active XPOMCP , but the active
approach is significantly faster. Figure 1.b presents how accurately
these rules describe the policy (measured as 𝐹1 score). The 𝐹1 score
is heavily impacted by the change in ΔU. XPOMCP requires 60 or
more runs, on average, to achieve performance comparable to that
reached by Active XPOMCP with 10 runs. In particular, the differ-
ence is large for variable 𝑥3 and 𝑥4. This is important because a poor
instantiation of these variables leads to poor shielding performance.
The rules generated by Active XPOMCP reach a maximum 𝐹1 score
of 0.79, which is higher than the 𝐹1 score reached by rules generated
by XPOMCP (i.e., 0.71) but lower than the maximum value 1.0. This
is because the rules generate some false negatives (i.e., the rules
predict that the robot moves fast, but it moves slowly).

Then, we measure the shielding performance using the same 𝑁
(Figure 1.c). For each value of 𝑁 we compute a logical rule using
XPOMCP and another rule using Active XPOMCP . In the second
case, the algorithm starts from 𝑁 = 5, and it converges when the
uncertainty interval of each variable is lower than a threshold 𝜖 =

0.02. We evaluate the shielding performance of the rules generated
using the two methodologies, and the mechanism presented in [7].
Figure 1.c shows the average discounted return of the shielded
POMCP.Active XPOMCP achieves themaximum performance using
only ten runs, while XPOMCP reaches this value only after 35
runs. Between 10 and 30 runs, Active XPOMCP achieves a relative
performance increase of up to 264% compared to XPOMCP. This
is because the last part of the rule (i.e., 𝑝 (0) ≥ 𝑥3 ∧ 𝑝 (1) ≥ 𝑥4) is
hard to tune but important to describe the behaviour of the agent.
We run the experiments using an Intel Core i7-6700HQ and 16GB
RAM. The code is available at https://github.com/GiuMaz/XPOMCP.

4 CONCLUSIONS
This article presents a methodology that builds a logical description
of a POMCP policy by actively exploring the belief space. Our
experiments showed that the active approach builds precise rules
using significantly less information than state-of-the-art methods.
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