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ABSTRACT
The improvement of traffic control is one of the most important
but also most ambitious goals in the field of urban traffic today.
Due to the domain’s long history, new methods must first establish
themselves in practice and, above all, demonstrate reasonable and
robust optimization results. Potential methods which came up in
recent years are Reinforcement Learning (RL) and Multi-Agent
Reinforcement Learning (MARL). In research, the use of RL/MARL
for traffic optimization is widely spread. However, it has not yet
managed to make it from simulations into practical implementation
due to: (1) The lack of real data for the online estimation of the state
space. (2) The compatibility to real controllers. (3) The necessity of
guarantees to ensure the resilience of the controls. Enabled by a
project developing testbeds and practical approaches to optimize
traffic through AI, we present a concept to close this gap to the
online control of real networks and to overcome the stated issues.
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1 THE ISSUE IN REAL SYSTEMS
Due to predicted and observed increase of the urban population
[26], the existing infrastructure and traffic control are increasingly
reaching their limits. To avoid a cost-intensive expansion of the
infrastructure in urban regions, an optimization of the traffic flow
by intelligent control of Traffic Lights (TL) is necessary. Previous
research has already shown the basic suitability of Deep Reinforce-
ment Learning (DRL) methods for TL control, for both, the opti-
mization of single intersections [14, 16] and the optimization of
traffic networks using MARL [1, 2, 8, 11, 12, 18, 27]. A major gap in
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research concerning this area is the training and usage in real-life
systems due to several challenges [21, 22, 28]: (1) Training in real
systems is difficult because agents cannot perform unrestricted ar-
bitrary actions. (2) It cannot always be guaranteed that the learned
policies are sufficiently robust. (3) DRL controllers must ensure
that existing safety and operational constraints are enforced at
all times. Thus, DRL-based TL controllers have been implemented
mostly simulation-based [28]. However, these simulation-based
approaches can only be transferred to reality to a limited extent
since [7]: Simulation environments - Most implementations were
only done in symmetric networks with distribution-based traffic
demand, oversimplifying real traffic situations. Multimodality - In
most simulations only car traffic was simulated, neglecting other
traffic participants. Baselines - DRL methods have rarely been com-
pared with state-of-the-art traffic-actuated controls that are already
used in the real-world. State and actions - In reality, data collection
is considerably more difficult. Furthermore, the action space is not
correctly aligned with current TL control units.
The goal of this work is to combine state-of-the-art DRL methods
with existing traffic engineering methods to overcome the issues
mentioned above and enable the transfer of DRL to real traffic sys-
tems. The real-world setup is provided by the KIVI project (Ingol-
stadt, Germany), which supplies a High Definition Testbed (HDT)
containing high-quality sensor data from intersections. These inter-
sections serve as a starting point for the real-world implementation
of DRL algorithms for TL control.

2 REAL-WORLD TRAFFIC OPTIMIZATION
Aim of KIVI is to develop a RL setting that can be used in real-world
traffic networks and adapts to current traffic engineering solutions.
To enable this, the KIVI-RL framework is intended to build upon
and extend established systems and procedures of traditional traf-
fic engineering. In the first step, a traffic estimation model named
DRIVERS [10] is used to generate microscopic state representations
based on real-life data. DRIVERS generates Origin-Destination (OD)
matrices from real-world detector data which highly correspond to
the real traffic on a macroscopic level. Based on the (OD) matrices
traffic can be simulated. This enables to obtain microscopic state in-
formation which is coherent to the real-life traffic. The microscopic
traffic generated by DRIVERS is transferred to state representation
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methods known from the literature. Specifically Discrete Traffic
State Encoding (DTSE) [4, 5, 27] and feature-based representation
[7, 13] methods will be critically evaluated, especially for their the-
oretical justification and applicability in a real-world setting. Past
research missed to include traffic participants outside of individual
motorized traffic [7], which requires further investigations for a
real-world implementation. Challenges here include the extension
of the state representation to the other traffic participants and set-
ting up the reward structure for fair optimization. Although the
goal is a network-wide optimization of the over 100 actuated in-
tersections in Ingolstadt by cooperative MARL, research regarding
state and reward will first be conducted on a single intersection.
This can generate deep knowledge for a small setting and DRIVERS
can be critically compared with the real traffic captured by the HDT.
Since the multi-agent setting is an aggregation of individual agents,
the gained knowledge can be transferred effectively.
In order to create a RL system that is transferable to real-world
applications, it is necessary to select the action space analogous
to the specifications of actual traffic controllers. Therefore our
action definition is based on the widely spread time gap control
[20]. Here, frame signal plans based on T-times are defined, con-
taining lower and upper limits, in which the local controller can
switch phases. Basically, for each phase 𝑖 from crossing 𝑘 there is
a minimum 𝑇𝑚𝑖𝑛

𝑘
𝑖
and maximum 𝑇𝑚𝑎𝑥

𝑘
𝑖
admissible T-time. After

𝑇𝑚𝑖𝑛
𝑘
𝑖
has been exceeded and no further vehicles are registered

for a defined time, or if 𝑇𝑚𝑎𝑥
𝑘
𝑖
is reached, the traffic controller

switches to the next phase. The agent’s goal is to find the opti-
mal T-times for the given traffic situation. We define the set of
actions 𝐴𝑘 = {𝑎𝑘

𝑖,𝑚𝑖𝑛
, 𝑎𝑘

𝑖,𝑚𝑎𝑥
} for a single agent 𝑘 with the follow-

ing condition: 𝑇𝑚𝑖𝑛
𝑘
𝑖
≤ 𝑎𝑘

𝑖,𝑚𝑖𝑛
≤ 𝑎𝑘

𝑖,𝑚𝑎𝑥
≤ 𝑇𝑚𝑎𝑥

𝑘
𝑖
. Thus, we obtain

a continuous action space with two values per phase. All actions
follow the reasonable phases and transitions of the existing systems.
Thereby we force that the predefined safeties hold. Such an action
space comes with several challenges: (1) a (dis-) continuous action
space; the majority of papers deal with discrete action spaces [3]
(2) a constrained action space (3) actions depend on other actions
that are defined at the same time (4) a high number of actions at
the same time; compared to different approaches.
Within the project three of the most common algorithms for contin-
uous action spaces will be investigated as baseline [15] [6] [25]. To
ensure that such generic continuous actors can be used, we define
the actions as:

𝑎𝑘𝑖,𝑚𝑖𝑛 = 𝑟𝑛𝑑 (𝑠𝑖𝑔𝑘𝑜𝑢𝑡 𝑖,𝑚𝑖𝑛 × (𝑇𝑚𝑎𝑥
𝑘
𝑖 −𝑇𝑚𝑖𝑛

𝑘
𝑖 )) +𝑇𝑚𝑖𝑛

𝑘
𝑖 (1)

𝑎𝑘𝑖,𝑚𝑎𝑥 = 𝑟𝑛𝑑 (𝑠𝑖𝑔𝑘𝑜𝑢𝑡 𝑖,𝑚𝑎𝑥 × (𝑇𝑚𝑎𝑥
𝑘
𝑖 − 𝑎𝑘𝑖,𝑚𝑖𝑛)) + 𝑎𝑘𝑖,𝑚𝑖𝑛 (2)

Where 𝑠𝑖𝑔𝑜𝑢𝑡 is the respective outcome of the last actors NN-Layer
with a sigmoid activation function for the distinctive element of the
agent’s action set. Furthermore, various extensions like Recurrent
Neuronal Networks [23] and Working Memory Graphs [17] will
be introduced to simplify the solving of this complex task. Based
on domain knowledge and theoretical considerations derived from
traffic engineering, this approach aims to achieve the following:
(1) The constrained action space can ensure that agents achieve a
minimum level of performance in all situations. Even completely
unknown traffic scenarios do not lead to a full failure of the system

while safety is secured by the T-times concept. (2) The occurrence
of a green wave is simplified by the specification of allowed T-times.
(3) This approach can be ported directly into the real application.

3 COOPERATIVE OPTIMIZATION
To ensure goal-directed cooperative optimization, an incentive for
cooperation must be created. Usually, common rewards or reward
sharing between the neighbors [24] are used. Furthermore, the state
space can get enriched with relevant information of the neighbors
[2]. To extend this basic setup, new approaches for the coopera-
tion of multiple agents will be explored. These work with different
concepts of shared critics: (1) The actors and critics are fed into a
shared critic. The actors updates are based on a weighted gradient
of own and shared critic. (2) The actors are fed into their respective
and a shared critic. Additionally, the shared critic gets superordi-
nate state representations (SSR). The actors updates are based on
a weighted gradient of own and shared critic. (3) Each actor is fed
into a shared critic who gets a SSR based on which it evaluates the
chosen actions respective to the ordinate states. (4) A system of
multiple critics or multiple critic outputs will be investigated to
motivate Pareto-optimal solutions by using different reward goals.
Additionally, we will investigate to what extent a benefit is cre-
ated by providing information about outflowing edges to overcome
deadlocks caused by not sufficient informed policies. By this, streets
or regions shall be jointly optimized as clusters or common routes.
We thereby encourage direct cooperation as a shared critic directs
the gradients for optimization. Compared to the usage of one agent
for the whole traffic network, we reduce the complexity especially
in the process of acting while keeping a tendency for direct cooper-
ation encouraged by the shared critic. A more detailed explanation
and overview of the whole system can be found in [19]. Training on
simulation and inference in reality can lead to certain issues [9, 29].
To ensure compatibility we train in simulations on real data derived
by online traffic estimations as well as random generated traffic. We
use DRIVERS in the simulation to estimate the traffic behavior even
though the actual traffic is available in the simulation. We further
add a simulation of the actual traffic controller. By this, we strongly
adapt to the later in-field implementation even while training.

4 OUTLOOK
In this paper, we outlined a concept to bring RL from simulative
applications to real use in the field. To solve the stated problems
we propose a detailed consideration of individual intersections,
multimodality, and specific configurations of MARL for practical
implementation. Through the consideration and combination with
current techniques for traffic control we increase the applicability of
our concept for real-world traffic networks. Within the project, we
will successively transfer findings from the individual intersection
consideration into the MARL system. Finally, the real deployment
in Ingolstadt’s road network is planned, where we after all want to
prove the applicability of RL for real-world traffic optimization.
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