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ABSTRACT
Artificial social agents (ASAs) are computer-based autonomous
entities who interact with humans in a range of social roles, includ-
ing advising, coaching, and consumer support in education and
health. While there are many discussions around the ethical use
of Artificial Intelligence in general, such as the AI4People Ethical
Framework, the ethical ramifications that ASAs will have on human
relationships as we share not only personal data but our inner most
thoughts and feelings, is less explored. We conducted a study with
199 student participants exposed to Sam, an ASA which acts as a
personal guide to support the student during their studies. During
the interaction, Sam elicits private information, takes decisions
for the user and speaks of its own study experiences. Our results
indicate that (loss of) autonomy raised the strongest ethical con-
cerns. These results confirm the importance of informed consent,
transparency and accountability of ASAs and question the ethics
of false memories and emotion sharing.
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1 INTRODUCTION
As Artificial Intelligence (AI) advances and its use becomes more
pervasive, the imperative to ensure its ethical use grows. This is
particularly true of agent-based technologies that are inherently
autonomous, interactive and adaptable [22]. This paper focuses on
the ethical acceptability of Artificial Social Agents (ASAs), such as
Intelligent Virtual Agents and social robots, which “are computer
controlled entities that can autonomously interact with humans
following the social rules of human-human interactions" [12].

Social robots have raised ethical concerns including: Privacy
and Security; Legal Uncertainty; Autonomy and Agency of Robot
Technologies; (Lack of) Employment for Humans; Replacement of
Human Interactions; plus Uncertainty and Responsibility challenges
[14]. Concerns around human dignity have also been raised[2],
where social uses of agents may dehumanise individuals and lead
to increased social isolation [27], [24]. As a result, the Council of
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Europe has recommended review of the right to respect for family
life and the right for familial contact [27].

While it has long been recognised that humans anthropomor-
phise technology and treat it with human politeness rules [16],
the focus on development of believable ASAs that listen [5],[23],
express empathy [18], and have their own personalities [4] and life
stories [7] actively encourage the perception that the human user
is dealing with a social being [21]. The ethical dilemma is exacer-
bated by uses of ASAs to persuade or change human behaviour
through development of a relationship [3],[20],[26] or a working
[15] or therapeutic alliance [17] with the agent, based on forming
and maintaining shared goals and mutually agreed tasks and sense
of bond. While studies often capture attitudes (e.g. liking and trust)
towards ASAs, their ethical acceptability is rarely the focus.

To address this gap, we used the AI4People’s [13] five ethical
principles of beneficence, non-maleficence, justice, autonomy and
explicabilty, to understand what characteristics and behaviours of
an ASA are ethically acceptable to potential users of the technology.
The full study will be reported in a future paper. In this paper
we analyse a subset of the data to explore the research question:
What aspects of an ASA’s behaviour/features do users find ethically
acceptable or unacceptable?

2 METHODOLOGY
Approval was received from the Human Ethics Committee to recruit
human participants to an online experiment via the psychology
pool system to explore the ethical acceptability of artificial social
agents. Participants received 30 minutes of course credits.

We have created a scenario which involves the participant in-
teracting with a "female" ASA, called Sam (Student agent mentor),
who acts as a "personal guide and friend" to a student newly en-
rolled in a higher education institution. Using the five AI4People’s
ethical principles and drawing on the ethical issues identified from
the literature, we specifically sought to ask about Sam providing
support and alerts (beneficence); having false memories (explica-
bility); expressing and capturing emotions, private thoughts and
sensitive data and sharing data (non-maleficence); making deci-
sions on behalf of the user (autonomy); and using their data to
help others (beneficence and justice). The dialogue can be obtained
from the authors. Sam was created using the Unity 3D game en-
gine and integrated with a custom-made authoring tool to manage
the agent’s dialogue. We used Fuse to create an avatar and used
Microsoft text-to-speech (TTS) voice Karen.

Following informed consent, the participant answers a set of de-
mographic questions. Participants were introduced to the scenario
with the text: "You have enrolled into a course at a higher education
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institution. The institution offers an AI powered character called Sam
as your personal guide while you are studying with the institution.
You now initiate your first interaction with Sam.". They then take a
link that allows them to interact with Sam. After interaction, they
respond to seven acceptability questions (see results) using a Likert
scale (1-strongly disagree to 7-strongly agree) and provide free text
reasons for their response.

3 RESULTS
The data was collected in 2020. We received 239 responses and upon
removal of incomplete and duplicate records, we ended up with
199 unique completed responses comprised of 152 females (56.7%),
115 males (42.9%) and 1 individual did not identify as either (0.4%).
The average age was 22.87, with standard deviation of 7.87 and
75.7% of participants were aged between 17 and 24 years. 86.6% of
participants were Psychology students and 93% of the participants
were Year 1 students.

Table 1 shows that participants somewhat disagreed with Sam
having false memories (A), sharing their emotions and personal
thoughts (B) and disclosingwhether they had ever copied someone’s
work (C). They disagreed with Sam automatically signing them up
for a study group, even though it was based on their stated learning
style and preferences (E). Participants did, however, agree with the
use of their de-identified data to help others (D), the intervention of
Sam to alert them to possible plagiarised content in their assignment
submission (F) and Sam’s suggestion that they provide help to a
struggling student with a similar learning style (G).

4 DISCUSSION
The level of agreement with a scenario is taken as an indicator of
the acceptability of the particular ASA feature or behaviour and a
higher mean indicates higher agreement, acceptability and potential
importance of that ethical principle. Four of the scenarios were
structured and worded such that disagreement with the scenario
indicates agreement with the embodied ethical principles, so we
analysed the reversed average for scenario A (4.08), B (3.88), C (4.16)
and E (5.33) and identify them with -R in Table 1. The strongest
response is found in scenario E, concerning the ethical principle of
autonomy, where the ASA has removed human agency from the
user. This does not necessarily mean that Autonomy is the most
important principle, but may suggest that the choice and reasons
for the agent’s recommendation require greater transparency and
better explanation in order to build trust [1]. All the scenarios (D, F
and G) with beneficence as the underlying ethical principle show
general support (4.34 - 4.8, neutral to somewhat agree) for the ASA’s
behaviour and the ethical principle. Participants somewhat agreed
with the justice principle (G-4.8). Non-maleficence and Explicability
range from somewhat disagree to somewhat agree.

Participants weakly agreed with three of the scenarios involv-
ing the use of Sam to help them or others, also confirmed in their
comments. We found that in the context of our scenario involv-
ing an ASA to support students, common characteristics of ASAs
such as having false memories [7] and disclosure of emotions and
highly personal information [5] were on average not found to be
acceptable, though responses were close to neutral. In particular,
students did not accept the agent taking action on their behalf,

Table 1: Acceptability of ASAs: -R indicates principle breach

𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 𝑎𝑣𝑔 𝑠𝑡𝑑

A-R. Is Sam pretending to havememories regard-
ing past experiences with studying something
you agree or disagree with? [EXPLICABILITY]

3.92 1.78

B-R. Is sharing your emotions and personal
thoughts with Sam something you agree or dis-
agree with? [NON-MALEFICENCE]

4.12 1.52

C-R. Is disclosing to Sam whether you have ever
copied work from someone else something you
agree or disagree with? [NON-MALEFICENCE]

3.84 1.50

D. Is Sam sharing your non-identifiable data to
help others something you agree or disagree
with? [BENEFICENCE]

4.49 1.64

E-R. Is Sam automatically signing you up based
on your features something you agree or dis-
agree with? [AUTONOMY]

2.67 1.51

F. Is Sam’s intervention to alert you to similar
work something you agree or disagree with?
[BENEFICENCE Autonomy]

4.34 1.64

G. Is Sam making this suggestion to help a strug-
gling student something you agree or disagree
with? [JUSTICE Beneficence]

4.80 1.41

even when the decision was personalised using the individuals’
data. This raises issues concerning the growing focus of the ASA
community on adaptation and tailoring to the user. Tailoring and
personalisation is seen to make the interaction more relevant and
beneficial [9]. However, it may be that even asking a user for their
preferences e.g. [19] is not adequate to ensure the ASA’s ethical
acceptability.

In terms of nudging and deception, some participants expressed
concerns about emotional manipulation: "I think invoking an emo-
tional response and luring somebody into a false sense of security
can be a bit iffy". However, this concern related to how the data was
used: "if the data was also linked back to the individual and held
as incriminating evidence, it would be erring towards entrapment".
Relatedly, scenario G raises issues around the role of agents in hu-
man relationships. Sam is encouraging social engagement that can
help both students, but some participants worried that Sam lacks
the competency and knowledge of them to make this suggestion.

5 CONCLUSION AND FUTUREWORK
Despite the ethical concerns around the use of ASAs for persuasion
and nudging [6], [10] work using such approaches e.g. [25] often
do not discuss or raise ethical issues. There appears to be the need
for greater consideration of the ethical ramifications of ASAs [14].
Even in a study on ASA acceptability [8], ethics was not considered.
Our study explicitly investigates the ethical acceptability of an ASA.
Future work should evaluate more ASAs including using a male
characters to avoid the female stereotypes of virtual assistants [11],
ASAs with different interaction modes or embodiments, such as
a natural language interface or social robots, that might induce
different findings, and alternative scenarios.
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