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ABSTRACT
Peer review is an incredibly important and revered process for estab-
lishing scientific rigor and facilitating effective discourse. However,
many conventions of this process are ad-hoc and could benefit
heavily from a more intentional design. I present our existing work
applying fair allocation techniques to a major problem in peer re-
view, the assignment of reviewers. We propose a simple but flexible
algorithm for fair reviewer assignment, based on the classic Round
Robin picking sequence. In addition, I discuss two other areas in
peer review that are ripe for fair allocation and mechanism design,
reviewer bidding and two-sided fair reviewer assignment.
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1 INTRODUCTION
Peer review is a fundamental component of the research process,
and researchers have been calling for improvements to the peer
review system for years [7, 11]. Our work focuses on a central com-
ponent of the peer review process, the assignment of reviewers to
papers. We often see unfairness to authors of papers in less popular
or interdisciplinary areas, unbalanced workloads for reviewers, and
clustering of reviewer bids on papers with popular topics. Our work
seeks to solve these problems, among others, using definitions and
techniques from the field of fair allocation.

We first aim for fair and efficient assignments of reviewers to
papers. Existing assignment algorithms (present in systems like
EasyChair, CMT, and OpenReview) first compute affinities between
reviewers and papers, using a mixture of reviewer bids, keyphrase
matching, collaborative filtering, and textual analysis. These sys-
tems thenmaximize the overall affinity of the assignment, subject to
some constraints [4]. However, maximizing overall affinity can re-
sult in unfair results for individual papers. Using the fairness notion
of envy-freeness from the fair allocation literature, we seek reviewer
assignments that are envy-free up to one reviewer (EF1). We apply
a modification of the classic Round Robin allocation procedure to
achieve EF1 allocations under the constraints of reviewer assign-
ment. However, the welfare of Round Robin depends crucially on
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the selection order. We prove that greedily optimizing the selection
order yields a (1+𝛾2)-approximation to the best selection order for
Round Robin, where 𝛾 represents the distance from submodularity
of the welfare function over selection orders.

We also describe proposed work in two related problem areas,
two-sided fairness for reviewer assignment and reviewer bidding.

1.1 Related Work
Two simultaneous papers by Kobren et al. [6] and Stelmakh et al.
[14] address the unfairness of the affinity-maximizing solution for
reviewer assignment (exemplified by the well-known TPMS [4]).
Stelmakh et al. [14] maximize the egalitarian welfare (the welfare of
the worst-off paper) for reviewer assignment, while Kobren et al. [6]
establish a threshold for theminimum score for any paper.Wemight
also consider the assignment from the reviewers’ perspectives. Meir
et al. [8] propose a system where reviewers are incentivized to bid
a certain number of points, and papers with fewer bids are worth
more points. These bids can be directly interpreted as valuations,
unlike affinities which are less directly interpretable. We would
ultimately like to guarantee fairness to reviewers and papers simul-
taneously. We might apply something like the algorithm of Patro
et al. [9], which uses a Round Robin procedure to ensure maximin
share (MMS) on one side and EF1 on the other side.

Finally, Stelmakh [13] and Shah [12] present a large number of
applications of fair allocation and mechanism design in reviewer
assignment and peer review generally; there is still room for inno-
vation in the problems they address and in others yet to be studied.

2 FAIR REVIEWER ASSIGNMENT
This section describes the results in [10], which presents a method
for fair and efficient assignment of reviewers to papers (also ac-
cepted to AAMAS 2022 as an extended abstract). Consider a set
of 𝑛 papers 𝑁 and a set of𝑚 reviewers 𝑅. Papers have a required
number of reviewers 𝑘 , and each reviewer 𝑟 can review at most 𝑢𝑟
papers. We seek a partition of the reviewers A = (𝐴1, 𝐴2, . . . , 𝐴𝑛)
such that the papers’ requirements are met exactly (|𝐴𝑖 | = 𝑘 for
all 𝑖) and reviewer loads are within the required range (for all 𝑟 ,∑
𝑖∈𝑁 |𝐴𝑖 ∩ {𝑟 }| ≤ 𝑢𝑟 ). We assume access to a set of affinity scores

𝑣𝑖 (𝑟 ) for all 𝑖 ∈ 𝑁 and 𝑟 ∈ 𝑅, which are often computed in systems
like OpenReview, CMT, or EasyChair as previously mentioned (see
[4] for an example). A paper 𝑖 values a set of reviewers 𝑆 additively,
that is, 𝑣𝑖 (𝑆) =

∑
𝑟 ∈𝑆 𝑣𝑖 (𝑟 ).

In general, we will try to allocate reviewers to maximize the
utilitarian social welfare (USW):

USW(A) =
∑︁
𝑖∈𝑁

𝑣𝑖 (𝐴𝑖 ) . (1)
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However, simply maximizing welfare can lead to poor results
for individual papers. Hence, we seek to maximize welfare subject
to the fairness constraint of envy-freeness up to one item (EF1).
An allocation is envy-free up to 1 item if for all 𝑖 and 𝑗 , 𝑣𝑖 (𝐴𝑖 ) ≥
𝑣𝑖 (𝐴 𝑗 \ {𝑟 }) for some 𝑟 ∈ 𝐴 𝑗 .

The classic Round Robin picking sequence is well-known to be
EF1 in the general allocation setting [3]. In our setting, we would
fix an order of papers and allow the papers to pick their favorite
remaining reviewer at each round. This picking sequence can fail
to be EF1 in our context, since papers may not select the same
reviewer more than once. However, we can simply check for EF1
violations across a subset of papers before allowing a selection to
occur - we call this updated algorithm Reviewer Round Robin.

Although Round Robin is guaranteed to be EF1 for general
fair allocation problems (and Reviewer Round Robin is EF1 for
reviewer assignment), the welfare of the resulting allocation de-
pends on the order in which papers choose. As it is NP-hard to
find the optimal order for Round Robin [1, 2], we use a greedy
approach to find an approximately optimal order. We maintain
a partial order over a subset of papers, and at each step we add
the remaining paper whose addition yields the maximum welfare
when running Round Robin. We show that partial orders can be
represented as sets of tuples of the form (𝑝𝑎𝑝𝑒𝑟, 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛). Valid
orders are thus equivalent to sets in the intersection of two par-
tition matroids, where one enforces uniqueness of papers in the
order and the other enforces uniqueness of positions. We define a
notion of 𝛾-weak submodularity for monotonically non-decreasing
functions 𝑓 , which requires that for all sets 𝑋 ⊆ 𝑌 and 𝑒 ∉ 𝑌 ,
𝛾 (𝑓 (𝑋 ∪ {𝑒}) − 𝑓 (𝑋 )) ≥ 𝑓 (𝑌 ∪ {𝑒}) − 𝑓 (𝑌 ). The main result of
[10] states that if a monotonically non-decreasing transformation
of the welfare function over the set of (𝑝𝑎𝑝𝑒𝑟, 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛) tuples is
𝛾-weakly submodular, then the welfare of the greedy Round Robin
order is a (1 + 𝛾2)-approximation to optimal.

There are several drawbacks to the above approach. First, identi-
fying the greedy choice of paper in the picking sequence requires
fully iterating through the Round Robin picking sequence for each
paper at every step. Thus the algorithm takes 𝑂 (𝑛3𝑘) time. In addi-
tion, Round Robin represents a restricted set of all EF1 allocations,
so guaranteeing high welfare relative to the optimal Round Robin
picking sequence may not be meaningful in all contexts. We thus
extend the notion of optimizing picking sequences to the broader
class of recursively balanced picking sequences. A picking sequence
is recursively balanced if all agents pick 𝑘 times before any agent
picks 𝑘 + 1 times, for all 𝑘 . Recursively balanced picking sequences
are still EF1, since for any agents 𝑖 and 𝑗 , 𝑖 does not envy 𝑗 af-
ter removal of 𝑗 ’s first item chosen. Just as with Reviewer Round
Robin, we must modify the algorithm to remain EF1 for reviewer
assignment. Our greedy algorithm picks the best paper to go next
in the recursively balanced picking sequence at each step. Finding
the greedy choice is as simple as checking the affinity between
each available paper and the reviewer it would choose, and the
overall runtime becomes 𝑂 (𝑛2𝑘). We also find empirically that
the total welfare tends to be much higher under the greedy recur-
sively balanced picking sequence compared to the greedy Round
Robin picking sequence. Although this second approach does not
appear in [10], we are in the process of integrating a version of the

greedy recursively balanced picking sequence into the OpenReview
matcher1 and hope to include it in future versions of the paper.

3 OTHER APPLICATIONS
3.1 Reviewer Bidding
Fair allocation algorithms typically assume access to complete and
truthful valuations. Although prior work [4, 6, 10, 14] interprets
reviewer-paper affinities as paper valuations, this interpretation can
break down in some cases (for example, a reviewer with high affinity
may decide to reject the paper). We might address this discrepancy
by eliciting bids from reviewers then allocating papers to reviewers
according to the bids. Meir et al. [8] encourage reviewers to bid on
papers with low demand by giving reviewers a suggested quota and
paying more for papers with fewer bids. This approach does not
necessarily elicit the minimum number of bids needed to ensure
a fair and efficient allocation. We might instead directly elicit bids
that are likely to increase the welfare of the final allocation. With
any bidding mechanism, we will still obtain a limited preference
profile for each reviewer, necessitating fair allocation algorithms
that operate under uncertainty. We might also want to encourage
reviewers to bid on papers with high affinity, so that reviewers
bid on papers in their expertise. We are also interested in testing
bidding mechanisms for chore assignment using small tasks on
Amazon Mechanical Turk or in a controlled lab setting.

3.2 Fair Two-Sided Matching
Existing work on reviewer assignment algorithms is either fair to
papers or reviewers, but not both. Fair two-sided matching papers
have only considered the scenario when both sides consider the
other side to be goods, not chores. In fair two-sided reviewer as-
signment, the papers consider the reviewers to be goods, while the
reviewers consider the papers to be chores. This is an interesting
novel setting for the fair two-sided matching problem. We might
hope to achieve EF1 for both sides, since Freeman et al. [5] study
this solution concept and do not rule it out when both sides are
considered goods. We also may be able to design an algorithm with
simpler two-sided fairness guarantees, such as guaranteeing that
reviewers are all assigned nearly the same number of papers while
ensuring maximum egalitarian welfare or EF1 for the papers.

4 CONCLUSION
The fields of mechanism design and fair allocation provide powerful
frameworks for many of the common problems in automated peer
review support systems. These approaches offer provable guaran-
tees, along with easy-to-understand algorithms that scale to our
increasingly larger conferences.We hope to provide new algorithms
(and integrate them into OpenReview) as options for conference
organizers to compare and contrast with existing approaches. De-
spite these algorithms’ provable guarantees on metrics of interest,
the ultimate test of their effectiveness will come from using and
evaluating them in practice. In the end, we hope that our work will
enable conference organizers to sculpt the best environment for
conference participants and broader scientific advancement.

1https://github.com/openreview/openreview-matcher
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